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Abstract

The knowledge of atomic fundamental parameters such as mass attenuation coe�cients with low uncertain-
ties, is of decisive importance in elemental quanti�cation using X-ray �uorescence analysis techniques. Several
databases are accessible and frequently used within a large community of users. These compilations are most
often in good agreement for photon energies in the hard X-ray ranges. However, they signi�cantly di�er for low
photon energies and around the absorption edges of any element. In a joint cooperation of the metrology insti-
tutes of France and Germany, mass attenuation coe�cients of copper and zinc were determined experimentally in
the photon energy range from 100 eV to 30 keV by independent approaches using monochromatized synchrotron
radiation at SOLEIL (France) and BESSY II (Germany), respectively. The application of high-accuracy ex-
perimental techniques resulted in mass attenuation coe�cient datasets determined with low uncertainties that
are directly compared to existing databases. The novel datasets are expected to enhance the reliability of mass
attenuation coe�cients.

1 Introduction

Reliable knowledge of atomic properties is of high relevance in many X-ray analytical techniques. When aiming at the
quantitative analysis of the elemental composition in a complex specimen, the attenuation of the emitted �uorescence
lines by the main matrix elements of the sample needs to be taken into account. Several databases are accessible
and frequently used within a large community of users [1, 2, 3, 4]. These compilations are based on theoretical
approaches including selected experimental data and are, in general, in good agreement for photon energies in the
hard X-ray range, typically above 20 keV. However, they signi�cantly di�er at low photon energies and around the
absorption edges of most elements. In the frame of the European Metrology Research Programme (EMRP) project
�Thin Films� (IND07), the Laboratoire National Henri Becquerel (LNHB), French national metrology laboratory
for ionizing radiations and the Physikalisch-Technische Bundesanstalt (PTB), Germany's metrology institute, are
jointly developing dedicated X-ray spectrometry techniques with the aim to substantially improve the reliability
of selected atomic parameters and their relative uncertainties. Previous works on Cu and Zn [5, 6, 7] determined
the mass attenuation coe�cients and associated imaginary part of atomic form factors but focussed only on a
restricted hard X-ray energy range. In this work the mass attenuation coe�cients of Cu and Zn were experimentally
determined in the photon energy range from 100 eV to 30 keV using monochromatized synchrotron radiation with
traceable uncertainties.

1* current a�liation: Helmholtz-Zentrum Berlin für Materialen une Energie, Albert-einstein-Str. 15, 12489 Berlin, Germany
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2 Determination of mass attenuation coe�cients

The mass attenuation coe�cient is the macroscopic parameter standing for the interaction probability of an X-ray
photon beam in matter. It depends on the material and the photon energy and is in�uenced by both photo-
absorption and scattering e�ects. The overall attenuation of a parallel and monochromatic photon beam at normal
incidence in target follows the Beer-Lambert law:

I = I0 × exp (−µ/ρ (E) .ρ.x) (1)

where I and I0 are the transmitted and incident photon intensities respectively, ρ (in g·cm-3) and x (in cm)
are respectively the target density and thickness, µ/ρ (E) is the energy-dependent mass attenuation coe�cient in
cm2·g-1. A convenient way to determine the mass attenuation coe�cients, µ/ρ, is in transmission mode, using a
monochromatic photon beam of low divergence that can be produced by a synchrotron light source with dedicated
optics. The basic method is to measure the photon �ux (I0) in front of the sample and just behind it (I) thus :

µ/ρ (E) = − 1

ρ.x
× ln

(
I

I0

)
(2)

Consequently, the �nal uncertainty budget is linked to the target characteristics and the photon �ux intensities.
A study of the uncertainty budget associated with the counting statistics led Nordfors [8] to establish a criterion
to minimize the statistical uncertainty. Best results are obtained for samples with a thickness which satis�es:
2 ≤ ln (I0/I) ≤ 4. To achieve absorption of X-rays for such measurement, sample thicknesses have to be in the
order of magnitude of some micrometres and sometimes less than a micrometre in case of soft X-rays.

2.1 Methodology at LNHB

The experimental determination of mass attenuation coe�cients is carried out in two steps.

2.1.1 Characterization of the samples

As a �rst step, accurate values of the sample characteristics are determined. The metal foil targets are supplied
by Goodfellow corporation [9] and are selected with a purity better than 99.9 %. Measuring absolute mass atten-
uation coe�cients requires the knowledge of the number of atoms interacting with the photon beam. To derive
absolute values for the mass attenuation coe�cients from equation 2, density and thickness must be known with
the best possible uncertainty budget. It appeared to be di�cult to measure a thickness in the range of micrometres
or less with accurate techniques independent from X-ray transmission measurements which rely on mass attenu-
ation coe�cients. The sample preparation technique could also add an important bias on the density value from
bulk: laminated foils or deposited materials with any technique could end up with several percents deviation from
tabulated bulk density. Equation 2 can be re-written in:

µ/ρ = − 1

ρ.x
× ln

(
I

I0

)
= − A

M
× ln

(
I

I0

)
= − A

M
× ln (T ) (3)

whereM is the mass of the sample in g, A its area in cm2 and T the transmittance. Measuring the mass and area of
the samples has the advantage to be more accurate and independent from X-ray analysis techniques. The remaining
sources of inaccuracies are the roughness and thickness homogeneity of the samples that have to be evaluated. The
mass is weighed with a calibrated microbalance used in a room of which ambient air hygrometry, temperature and
pressure are controlled, giving an absolute uncertainty of 9 µg at best. The area is measured with a vision machine
consisting of a microscope with two calibrated stages and a picture analyser. It allows several magni�cations in
order to provide an adequate enlargement necessary to follow with accuracy a complicated shape, reducing the
associated relative uncertainty below 0.1 %.
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Copper samples characteristics Three samples of di�erent thicknesses were chosen (Tab. 1) in order to have
a measurable transmitted �ux and ful�lll the Nordfors criterion in the energy range from 3.5 keV up to 30 keV.

N° nominal thickness / µm mass / mg area / mm2 purity (mass fraction) / %

1 3.8 2.996(10) 86.84(5) 99.97
2 5 12.686(10) 255.99(7) 99.97
3 20 42.194(10) 253.33(7) 99.99

Table 1: Characteristics of copper samples used at LNHB

Mass per unit area of the whole sample is an average and one should check if the spot used in the transmittance
measurement procedure is representative of the sample. A mapping was done with a 2D micro-XRF machine
(BRUKER M4 Tornado). The X-ray tube was set at 50 kV with an emitting current of 200 µA. The step size
between each pixel is 150 µm. A spectrum was recorded at each step and the Cu Kα (summed from 7.91 keV to
8.16 keV) line intensity was derived. The results are presented on �gure 1 in false colors. The small inhomogeneities
revealed by this technique may be due to the rolling during the manufacturing process of the �lms. The blue
square represents the spot used in transmittance measurements. The average intensity of the square used for the
transmittance measurements was compared to the average intensity of the total sample and small relative di�erences
of 0.5 % and 0.2 % were found respectively for the 5-µm and 20-µm thick samples.

Figure 1: Left: Homogeneity of the 5 µm-thick Cu sample. Right: Homogeneity of the 20 µm-thick Cu sample. The
color code corresponds to the linear scale of the Cu-K �uorescence radiation intensity recorded. The blue square
shows the spot used in the transmittance measurements procedure

Zinc samples Two samples of di�erent thicknesses were chosen (Tab. 2) in order to have a measurable transmitted
�ux in the energy range from 3.5 keV up to 30 keV.

N° nominal thickness / µm mass / mg area / mm2 purity (mass fraction) / %

1 10 11.134(10) 156.37(7) 99.9
2 20 20.828(10) 156.43(7) 99.9

Table 2: Characteristics of zinc samples used at LNHB

The sample surface mapping was done for these two Zn samples. The step size between each pixel is 100 µm. A
spectrum was recorded at each step and the Mo Kα (summed from 17.28 keV to 17.58 keV) line intensity produced
by the sample holder and transmitted by the sample were derived. The results are presented on �gure 2 in false
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colors, where the blue square represents the spot used in transmittance measurements. The average intensity of
this spot was compared to the average intensity of the total sample and relative di�erences of 0.2 % and 0.1 % were
found for the 10-µm and 20-µm thick samples, respectively.

Figure 2: Left: Homogeneity of the 10 µm-thick Zn sample. Right: Homogeneity of the 20 µm-thick Zn sample. The
color code corresponds to the linear scale of the Zn-K �uorescence radiation intensity recorded. The blue square
shows the spot used in the transmittance measurements procedure

2.1.2 Transmittance measurements

The second step is the X-ray transmission measurement, using the procedures described in detail in [10]. Experi-
ments were performed at the Metrology beamline at SOLEIL synchrotron, France (proposal number 20121288) on
the hard X-rays branch. For a reliable measurement, i.e. with an uncertainty budget as low as possible, one has
to know I and I0 with high accuracy. Di�erent parameters must then be checked to ensure measurement with low
uncertainties, such as the beam quality (stability, monochromaticity and stray light) ensured by the Si(111) double
crystal monochromator.

Flux stability The relative �uctuation of the �ux intensity is better than 0.4 % due to the synchrotron top-up
mode (Fig. 3 left). As the attenuation measurements are done by measuring the transmitted �ux I and the incoming
�ux I0 sequentially, an interval of about 60 s is necessary to remove the sample from the beam. The worst case
appears when a new injection of electrons in the storage ring happens between the two necessary measurements
thus giving the maximum deviation in the �ux intensity measurement.

Monochromaticity The Bragg angle of the monochromator device is equipped with a rotary position encoder
that needs a calibration reference. An accurate calibration of the energy axis of the monochromator is obtained
by using several metal foils as transmission targets and energy scanning around their absorption edge energies.
The �rst derivative of these transmission measurements is used to derive the accurate transition energy, then the
Bragg formula gives the corresponding angle. The correct absolute angle is found using the absorption edge energies
provided by the table from Deslattes et al. [11], also derived from the Bragg formula. The comparisons between
the absolute angles gives an o�set that is provided to the monochromator device. The residual di�erence between
the angular position given by the encoder and the values derived from the tabulated absorption edges is presented
on Fig. 3 right and is kept below 0.04 %.

Higher harmonics and continuous stray light contributions Photons that are not at the target photon
energy originate either from higher order harmonics that are re�ected as well by the double crystal monochromator
following the Bragg law, starting with third harmonics for Si(111) or from parasitic re�ections of the incident bending
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Figure 3: Left: Flux �uctuations at 9 keV. Right: Percentage di�erence between calibrated energies and absorption
edge energies from the Deslattes table.

magnet radiation or white beam which are called stray light contributions. The contributions of the harmonics are
signi�cant below 7 keV as shown by the experimental points in table 3. These values are compared to a theoretical
approach using the XRVision 2.0 software, using the synchrotron radiation characteristics, beamline geometry and
optics characteristics. In these cases, a small detuning of the second monochromator crystal is necessary for energies
below 7 keV to avoid higher-order harmonics [12] and the total contribution of higher-order harmonics is reduced
to 0.1 %.

photon energy (eV) % 1st harmonics (exp.) % 1st harmonics (theory)

3000 0.941 (5) 0.942
4000 0.968 (11) 0.958
6000 0.992 (8) 0985
8000 0.997 (2) 0.992

Table 3: Contribution of �rst harmonics to the total number of photons with parallel crystals of the monochromator.
The theoretical values are calculated with XRVision 2.0 software.

The contribution to incoming �ux of stray light, i.e. unwanted re�ected photons with energies covering all the
white beam spectrum, is di�cult to measure precisely. Diodes cannot discriminate between energies and energy-
dispersive detectors (EDS) are not suitable as well: the peak/background ratio of EDS is not high enough to
reach the su�cient order of magnitude between the photon counts at energy of interest and at any other energy.
Nevertheless, we can use the transmittance measured for samples with di�erent thicknesses in the same energy
range to estimate the stray light contribution to the uncertainty budget. If there is no stray light contribution,
the transmittance measured for a sample should be equal to the one obtained for the same thickness from the
transmittance of a second sample of di�erent thickness using the ratio of their masses per unit area.

Due to the experimental conditions, not all the photon energy range available at the beamline is relevant. The
photon �ux is measured by means of an X-ray photodiode. At a photon energy E, its current is determined by
the product of the spectral distribution of photons due to the dipole characteristics, the beamline geometry and
transmission characteristics (crystals re�ectivities, �lters) and the photodiode e�ciency. Using the same software as
previously, we calculate for the worst case (i.e. the double crystal monochromator is in perfect Bragg condition) the
possible contribution of third harmonics (�rst dominating harmonics with a Si(111) double crystal monochromator)
to the overall photodiode photocurrent in the experimental conditions with the selected samples used as �lters. The
results are presented on �gure 4 (left). These simulation results suggest to compare the transmittance of foils at
photon energies larger than the K absorption edge energy in order to isolate stray light from higher-order harmonics.
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As we expect the stray light contribution to be independent from the photon energy selected (or Bragg angle),
which is not the case for harmonics, the estimation of its contribution can be made in a photon energy range
free of higher-order harmonics. In order to isolate the stray light contribution, we calculate from the measured
transmittance of several copper foils with various thicknesses, in the same photon energy range, the transmittance
that would be obtained for the thickness of another foil taken as reference. We use copper samples with nominal
thicknesses of 5, 10, 20 and 50 µm (mass and area were measured as for other samples). The experiment covers the
photon energy range from 13 keV up to 29 keV. The ratio R of the transmittance T obtained with sample 1 (T1)
for the thickness of sample 2 to the transmittance of sample 2 (T2) is expressed as follows:

R =
T

(
M2/A2
M1/A1

)
1

T2
(4)

where M1 and M2 are the masses of sample 1 and 2 respectively and A1 and A2 their respective area. The
�gure 4 (right) represents the ratio R for the 10/5, 20/10 and 50/20 comparisons. If a signi�cant contribution of
stray light was present, we would expect these ratios to be less than 1 as the thicker sample should attenuate more
X-rays. The results do not show any tendency and this experimental methodology is limited here by the statistical
noise. Furthermore, complementary measurements done with a spectrometer did not show any photon contribution
at di�erent energies than �rst and higher harmonics, which means that stray light is reduced below the limit of
detection of the spectrometer, which is roughly given by its peak/background ratio capability (several103).

Figure 4: Left: ratio of the higher-order harmonics (HOH) to the �rst harmonics in terms of the diode current,
theoretical approach using XRVision 2.0 software. Thick line is without any sample (I0) and other lines are
representing the cases with copper samples of various thicknesses (Cux). Right: ratio of transmittances between
samples of di�erent thicknesses.

Experimental procedure Once the energy calibration is achieved, long scanning sequences with a maximum
25 eV step can be done with steps of 1 eV around the K absorption edge energies of copper and zinc and 5 eV to
several tens of eV above. The transmittance measurements are done using a beam collimated at 2× 2 mm2 or 3× 3
mm2 thus considering these areas representative of the thickness of the whole target. The transmitted and incident
photon intensities, I and I0 respectively are recorded by mean of an AXUV:Al photodiode, each value being an
average of 10 samples from the Keithley 6517 running in amperemetre mode. An average measurement of the dark
noise is substracted to each photodiode current values in order to derive an unbiased transmittance parameter in
equation 3.
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2.1.3 Evaluation of uncertainties

To evaluate the uncertainty of the experimental mass attenuation coe�cients, equation 3 was derived according to
all the in�uence quantities mentioned in the �Guide to the expression of uncertainty in measurement� [13]. Finally,
the transmittance measurement combines the contribution from the stray light and harmonics, �ux stability and
photodiode intensity measurements. The relative uncertainty corresponding to the transmittance measurement is
evaluated as the standard deviation from the measurements and a smoothed curve of the transmittance. The purity
of the sample can be very di�cult to translate into correction terms or uncertainties as a lot of di�erent atoms can
be present at very low concentrations. Moreover, the main impurity may not be the one with the most signi�cant
attenuation e�ect at any photon energy. So we establish an upper limit to the relative uncertainty associated with
impurities. Equation 3 then transforms into:

(µ/ρ)0 = − A

m0
×
(

ln (T ) +

∑
i(
µ/ρ)i ×mi

A

)
(5)

where the subscript 0 stands for the element of interest and the traceable impurities are designated by the
subscript i. We introduce the purity parameter P as the mass fraction of the element of interest as given in tables
1 and 2. This leads to m0 = M × P and

∑
imi = M × (1 − P ). We also introduce the parameters α and β that

are the greatest and the lowest ratios of the mass attenuation coe�cients of an impurity to the element of interest
respectively. For example, in the case of copper with a silver impurity, α can be found just below the K absorption
edge energy (the mass attenuation value is low for copper and large for silver). This gives limits to the second term
in equation 5:

β × (µ/ρ)0 ×M × (1 − P ) 6
∑
i(
µ/ρ)i ×mi 6 α× (µ/ρ)0 ×M × (1 − P ) (6)

Finally, combining equations 5 and 6:

− A

M × (α+ P × (1 − α))
× ln (T ) 6 (µ/ρ)0 6 − A

M × (β + P × (1 − β))
× ln (T ) (7)

The error between the measured value of the mass attenuation coe�cient (µ/ρ) and the true one (µ/ρ)0 is de�ned as
∆µ/ρ = (µ/ρ) − (µ/ρ)0, and combined with equation 7, this gives limits to the uncertainty of the mass attenuation
measurement due to impurities:

(β − 1) × (1 − P )

P + β × (1 − P )
6

∆µ/ρ
µ/ρ

6
(α− 1) × (1 − P )

P + α× (1 − P )
(8)

In order to simplify the evaluation of the uncertainties associated with impurities and because it is a minor
contribution, the mass attenuation coe�cient can be rewritten as:

µ/ρ = − A

M
× ln (T ) × kp

where kp = 1 stands for the correction factor for impurities in the sample and has an associated relative
uncertainty given by the largest value of the two terms in equation 8 (in absolute value). The associated uncertainties
come from the sample characteristics and from the X-ray beam quality and are combined as follows:

(
u (µ/ρ)
µ/ρ

)2

=

(
u (M)

M

)2

+

(
u (A)

A

)2

+

(
u(T )
T

)2
(ln (T ))

2 +

(
u (kP )

kP

)2

(9)

Among other issues, this expression means that uncertainties directly related to transmission measurements
are providing the lowest uncertainties with respect to the mass attenuation coe�cients and cannot be further
reduced. Table 4 gives the di�erent contributions to the overall combined uncertainty budget of the mass attenuation
coe�cient measurements for both copper and zinc samples. Finally, the combined uncertainty budget is most often
kept below 1 % and rarely exceeds 1.2 %. Figure 5 presents the results of the combined uncertainty budget as a
function of photon energies.
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contribution Cu sample 1 Cu sample 2 Cu sample 3 Zn sample 1 Zn sample 2

mass 0.33 % 0.072 % 0.023 % 0.087 % 0.047 %
area 0.053 % 0.027 % 0.026 % 0.044 % 0.044 %

sample purity 0.1 % 0.1 % 0.1 % 0.57 % 0.57 %
sample homogeneity 0.5 % 0.2 % 0.2 % 0.1 %

transmittance 0.17 % 0.26 % 0.26 % 0.29 % 0.37 %

energy calibration < 0.04 % < 0.04 % < 0.04 % < 0.04 % < 0.04 %

Table 4: Relative standard uncertainties contributing to the total uncertainty budget at LNHB

Figure 5: Uncertainty budget associated with the mass attenuation coe�cients of Cu (left) and Zn (right).

2.2 Methodology at PTB

Independent transmittance measurements were carried out at the laboratory of PTB at the electron storage ring
BESSY II in Berlin (Germany) to cover the low energy photon range between 100 eV and 1 keV. Monochrom-
atized synchrotron radiation of high spectral purity was used for transmission measurements of �ve copper foils
with nominal thicknesses of 50 nm, 500 nm, 3 µm, 10 µm and 100 µm, respectively. Measurements for photon
energies between 100 eV and 1860 eV were performed at an undulator beamline, equipped with a plane grating
monochromator [14] or at the SX700 bending magnet beamline [15], also equipped with a plane grating monochro-
mator. A key advantage of the monochromator beamline for undulator radiation is the provision of radiant power
that is one to three orders of magnitude higher than the one of the bending magnet monochromator beamline. In
addition, a slight detuning of the undulator harmonic energy against the plane grating monochromator allows for
an improved higher-order suppression capability in conjunction with the red shift of higher-order harmonics of the
undulator. To further reduce higher-order contributions dedicated absorption �lters are used between exit slit and
image focal plane. Stray light contributions of about 0.5 % to 1 % have to be taken into account depending on the
operational parameters. The uncertainty of the energy scale of the plane grating monochromators is in the 10−4

range. For photon energies from 1.8 keV up to 10 keV a four-crystal monochromator beamline [16] with high-order
suppression capabilities in the range of 10−4 to 10−7 was used. For hard X-rays in the photon energy range above
10 keV additional measurements at a 7 T wavelength-shifter beamline (WLS) [17], which shifts the critical energy
of a bending magnet from 2.5 keV to more than 13 keV, were performed using a double-crystal monochromator
at the BAMline. To reduce higher order contributions an additional double-multilayer monochromator was used
in series for photon energies below 20 keV. In order to reduce stray light contributions below the 1 % level several
dedicated absorption �lters are employed at the BAMline. At all beamlines calibrated instrumentation, such as
semiconductor photodiodes, calibrated against a cryogenic radiometer as primary detector standard [18], were em-
ployed. Measurements were performed in an ultra-high vacuum chamber equipped with a 9-axis manipulator [19]
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that allows for a precise alignment of the respective samples.
The transmittance was measured with a maximum step width of 25 eV. At the L-edges of Cu the resolution was

reduced to 0.5 eV, and at the K-edge of Cu to 1 eV. In order to reveal absolute values for the mass attenuation cross
sections, PTB employed the following procedure: very similar foils as the one used by LNHB were measured in
the entire photon range of interest in the current study. Then, mass attenuation coe�cients determined by LNHB
were matched by PTB measurements in the hard X-ray range resulting in an estimated uncertainty contribution of
1.0 %. At the transition from the hard to the soft X-ray range at 1.8 keV an additional uncertainty contribution
of about 1.0 % has to be assumed for the low energy mass attenuation cross sections at PTB. In conjunction with
transmittance uncertainties of 0.5 %, higher-order contributions and stray light contributions of 1.0 %, the cross
sections derived from PTB measurements are a�ected with combined uncertainties of 1.5 % in the hard and 1.8 %
in the soft X-ray ranges, respectively.

3 Experimental results and discussion

3.1 Absolute mass attenuation coe�cients of Copper and Zinc

Figure 6: Mass attenuation coe�cients of Cu with a resolution of 25 eV, 1 eV around the K absorption edge energy
and 0.5 eV around the L-edges.

The measurements carried out by LNHB and PTB resulted in a set of transmission data for copper and zinc
from which the energy dependent mass attenuation coe�cients were calculated. In the case of copper, the photon
energy range starts from 100 eV and goes up to 30 keV (Fig. 6), covering both K- and L- absorption edges (Insets
in Fig. 6 present a closer view around the absorption edges). In the case of zinc, the measurements cover a photon
energy range from 440 eV to 25 keV (Fig. 7 with a closer view around the absorption energies).

A comparison of the experimental values obtained independantly from both institutes is of high interest as
it gives an other point of view about the estimated uncertainties associated with instrumental and experimental
contributions quoted. Because, both institutes did not measure the mass attenuation coe�cients at the exact same
photon energies, we interpolated the most comprehensive set of data to the energy points of the second set in order
to add a minimum bias from the interpolation method. We then derive a standard deviation by range of 2 keV
below the K- absorption edge of both elements. In the case of copper, the standard deviation is 0.8 %, 0.9 % and
0.9 % between 3.4 keV and 5 keV, 5 keV and 7 keV and 7 keV and the K absorption edge energy respectively. In
the case of zinc, the standard deviation is 0.4 %, 0.9 % and 1.6 % between 4 keV and 6 keV, 6 keV and 8 keV and 8
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Figure 7: Mass attenuation coe�cients of Zn with a resolution of 25 eV down to 1 eV around the K absorption edge
energy and 0.5 eV around the L-edge.

keV and the K absorption edge energy respectively. These values are all well in line with the quoted uncertainties
provided by both institutes.

3.2 X absorption �ne structures (XAFS) simulations

Figure 8: Left: Mass attenuation coe�cients of Cu around the L-absorption edge. Right: XANES and EXAFS
above the K-absorption edge

When performing transmittance measurements over a very broad spectral range, it would be most appropriate
to have very similar foils regarding crystallinity and chemical species. The impact of crystallinity on the run of
the curves is mainly observable in the vicinity of the X-ray absorption edges by slight deviations. When di�erent
crystallinity may occur for foils of di�erent thicknesses, e.g. due to their production process, theoretical calculations
may help to identify coordination or speciation states, thus allowing for attributing speci�c edge regions to probable
coordination states. Ab-initio calculations for the near-edge regions of the Cu L and K edges have been performed
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with FEFF8.4 [20] assuming metallic cooper in cubic phase. Figure 8 presents the calculated data together with the
experimental ones. The inset graph presents the same values with the same photon energy scale thus removing the
constant o�set in order to compare only the �ne structures. Comparing both experimental and theoretical data,
the runs of the curve for Cu K edge are in good agreement which validates the assumed crystalline phase. But for
the Cu L edges the agreement is rather poor. This can be explained because, the measurements in the soft x-ray
range demand very thin foils for transmission measurements. Unfortunately, such thin foils are neither commercially
available nor easily producible and manageable. Here, the analyzed Cu foil is too thick for this purpose and the
resulting experimental data are partially dominated by self-attenuation e�ects [21]. Moreover, ab-initio calculation
with FEFF8.4 are very challenging for Cu L edges.

In the case of Zn, once again, ab-initio calculations of XAFS performed with FEFF8.4 [20] above all edges of
metallic zinc in hexagonal close-packed phase is presented together with the experimental data. If the amplitude
of the oscillations are in good agreement above the K-edge, they are a bit discrepant above L3 and L2 edges,
nevertheless the shapes of the oscillations are in good concordance

Figure 9: Left: Mass attenuation coe�cients of Zn around the L-absorption edge. Right: XANES and EXAFS
above the K-absorption edge

4 Comparisons with published values and databases

The results of the current work are compared to theoretical or experimental values compiled in other published
databases such as [1, 2, 3, 4, 22] as well as the most recent experimental works [5, 6, 7]. The di�erences between the
new measurements and other tabulated values are presented in �gures 10 and 11. These graphs plots the relative
deviation as follows:

∆µ

µ
=
µEXP − µDB

µDB
× 100 (10)

where µEXP stands for our experimental mass attenuation coe�cients measurements and µDB stands for values
from a published database. It shows a clear tendency above the K-absorption edge where the experimental values
are larger by up to 5 %, thus showing considerably larger deviations than one may expect from the uncertainties
of the current work and some of those stated in the respective works of other authors. More unexpected is the
di�erence of a few percents between the experimentally determined values and those of existing databases in the 2
keV to 5 keV photon energy range for copper. Our experimental works are however in good agreement with many
of the works of other authors and extend the spectral range to soft x-rays as compared to some of these works. In
the case of zinc, it shows a clear tendency above the K-absorption edge where our experimental values are larger
by up to 10 %. A small di�erence of about 2 % is also noticable in the 3 keV to 9 keV photon energy range. The
larger di�erences have to be stated around and below the L-edges.
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Figure 10: Comparison between compiled values of mass attenuation coe�cients of Cu from PTB and CEA/LNHB
and published data bases.

Figure 11: Comparison between compiled values of mass attenuation coe�cients of Zn from PTB and CEA/LNHB
and published data bases.

5 Conclusion

Two full sets of atomic fundamental parameters, that are the mass attenuation coe�cient of Cu and Zn in the photon
energy range from 100 eV to 30 keV, have been determined by LNHB and PTB from independent experiments
partially in the same spectral range, in order to take care of any systematic and statistical errors. The respective
results were directly compared and a good agreement with respect to the uncertainties was found within the whole
photon energy ranges of interest, here. Deviations from tabulated values above the K-edge of Cu and Zn were
found to be up to 10 % and are even larger in the low photon energy range. Comparison with accessible data
bases such as that published by Berger [4], Henke [1], Cullen [22], Elam [2] or Ebel [3] indicates a potentially
relevant improvement of accuracy, especially around the K- and L-absorption edges. At very low photon energies,
the uncertainties slightly increase. For very thin foils undesired surface contamination or oxide cap layers are to
be included in the evaluation of transmittance measurements. The improved reliablity of the uncertainty budget of
the results achieved in the present work can be expected to substantially support validation procedures as well as
several modern application �elds to which quantitative X-ray �uorescence analysis can contribute.
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