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Abstract—This paper introduces a specific Multiple Program 

Multiple Data (MPMD) architecture designed to address the 

issues of nuclear instrumentation: pulse processing, real-time, 

This paper proposes an asynchronous Multiple Program 
Multiple Data (MPMD) architecture. Its execution model 
relies on the non-deterministic characteristics of the signal. 
The paper demonstrates that this architecture is able to 
overcome dead-time while being programmable and is flexible 
in terms of number of measurement channels. 

multi-channel flexibility, dead-time management and 

programmability. The proposed architecture comprises a set of 

independent and programmable functional units. Their execution 

is driven by the pulses arrival. It is able to deal with non- 

deterministic events and program durations. The virtual 

prototype of the architecture is developed in cycle-accurate 

SystemC and shows promising results in terms of scalability 

while maintaining zero dead-time. This architecture paves the 

way for novel programmable embedded real-time pulse 

processing restricted until now to offline processing. 

II. RELATED WORKS 

This section presents the state-of-the-art of electronic 
architectures used in nuclear instrumentation to address the 
need of flexibility, multi-channel scalability and dead-time 
management without having to design an architecture sized for 
the worst-case. Keywords—Digital Pulse Processing, Digital Architecture, 

Digital Signal Processing, Nuclear Instrumentation The first programmable system which tries to address the 
dead-time issue is presented in [4]. It is designed for gamma 
spectrometry and uses a Digital Signal Processor (DSP) 
associated to a two-level memory hierarchy. The first level 
stores the output signal directly from the Analog to Digital 
Converter (ADC) and transmits predefined-length slices of the 
signal to a second memory level used by the DSP. 
Additionally, a dedicated analog trigger pre-identifies the 
presence of pulses in the slices. Then, the DSP uses a Direct 
Memory Access (DMA) component to read slices of the signal 
that contain pulses. This architecture has been improved in [5] 
with the addition of several computing tiles – 2nd memory 
level and a DSP. If enough computing tiles are present, the 
dead-time tends to zero. However, this approach is limited to 
one measurement channel. A more recent work [6] presents an 
FPGA-based architecture that associates a measurement 
channel to a processing board. Each of them works 
independently. Results are then correlated. This architecture 
introduces the concept of macro-pipeline separating the 
processing stages, each comprising one pulse processing 
algorithm. Consequently, this reduces the dead-time to the 
latency of the slowest pipeline stage. However, the firmware 
must be redesigned and updated when changing the 
application which requires experts in signal processing and 
VHDL/Verilog. This constraint is relieved by the proposed 
platform in [7]. It combines a FPGA board and a set of 
predefined firmware that perform many predefined 
applications’ algorithms. This solution partially addresses the 
issues of programmability. The architecture presented in [2] is 
the first which is able to perform counting, gamma 
spectrometry, neutron-gamma discrimination and time- 
coincidence. It embeds four measurement channels, associated 
to a computing tile that operates independently and in parallel; 

I. INTRODUCTION 

of   applications, including counting, spectroscopy, pulse 
shape discrimination and multi-channel coincidence. New 
evolutions of such applications are constantly proposed thanks 
to the advances in digital signal processing. The most of them 
is not yet implemented in real-time instrumentation devices 
which have to deal with two major issues. The first is the 
poissonian characteristic of the signal, composed of randomly 
arriving pulses with variable length [1]. The second is the real- 
time requirement, which implies losing pulses when the pulse 
rate is higher than the processing capacity of the device. 
Indeed, dataflow architectures paralyze the acquisition of the 
signal during the processing of a pulse implying a dead-time. 
Many real-time applications such as homeland security and 
medical imaging have to limit the dead-time to exploit 
maximum information obtained from the signal. In order to 
overcome this limitation, recent designs are based on 
reconfigurable components like Field Programmable Gate 
Arrays (FPGAs) [2]. However, dedicated hardware algorithm 
implementations on reconfigurable technologies are complex 
and time-consuming tasks. Consequently, a Digital Pulse 
Processing (DPP) architecture that can be programmed in a 
high level language such as C or C++ is required. However, 
today’s programmable solutions do not meet the need of 
performance to operate online without increasing the dead- 
time. This issue becomes more important with the increase of 
the number of acquisition channels which can exceed more 
than a hundred [3]. 
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this approach reduces the dead-time. Even if this architecture 
is closest to a multi-application platform, it is nevertheless 
dependent on the FPGA firmware that comprises dedicated 
implementation of the algorithms. Only four measurement 
channels are managed, since the tiles are implemented within 
the same FPGA. The architecture presented in [8] separates 
the pulses from the rest of the signal before any other 
processing. Then, the pulses are distributed on two parallel 
processing levels to be processed independently, thus reducing 
the computing resources requirement and the dead-time. 
However, the triggering implemented to extract the pulses is 
not able to fit with the variability of the pulse length and 
rejects many of them by the use of static windowing. This 
solution does not offer the flexibility proposed in [2], the 
dead-time management given by [5] and is not programmable 
and multi-channel. 

Fig. 1 illustrates the occupation of the FUs correlated to the 
arrival of pulses. In this example, using only one FU would 
not be enough because of the dead-time imposed by the 
processing duration which would imply losing pulses. This 
example also illustrates that zero dead-time is achievable 
provided that there is a sufficient number of FUs available to 
process all incoming pulses. In order to manage the pulses 
distribution over FUs, a scheduler (first-FU-available, first- 
FU-served) and an interconnection network are used. As the 
timestamp of each pulse is known, they can be processed 
individually out-of-order and without synchronization 
constraint. This leads to an asynchronous execution model 
which is driven by the arrival of the pulses. 

C. Software and Hardware Macro-Pipeline 

Previous works from the literature do not fit with the need 
of flexibility, multi-channel scalability and dead-time 
management but several elements of these architectures are 
used to build our proposal. 

An acquisition chain is composed of a succession of 
algorithms. They naturally form a software macro-pipeline as 
exploited in [6]. As is illustrated in Fig. 2, a simple approach 
consists in assigning one algorithm per FU. Consequently, the 
global latency becomes the worst latency of the algorithms 
executed on an FU. Moreover, as the algorithms are executed 
locally, i.e. on an FU, this approach limits shared memory 
requirements. It is fully compatible with the asynchronous 
event-triggered execution model since each FU distribute their 
packets as soon as possible to the next FU. 

III. ARCHITECTURE PROPOSAL 

This section presents the proposed execution model and 
compares it to the state-of-the-art work. 

A. Separating Pulses First 

The first step of our proposal is pulse extraction. As shown 
in [8] and [9] the triggering step can be achieved after the 
analog-to-digital conversion without deteriorating the signal 
with shaping and filtering stages. Pileup detection [9] and 
accurate pulse timestamping are done at this stage. It generates 
packets of data that contain individual pulses associated with 
their timestamp. This allows any application downstream this 
step to work on variable-sized arrays of samples which 
simplifies the implementation of pulse processing algorithms. 
These packets can occur at any time depending on the pulse 
rate. 

D. Shared resources for multichannel applications 

Increasing the number of channels implies that several 
pulse extractors must distribute their pulses to available FUs. 
Thus, more pulses need to be processed, resulting in an 
increasing number of required FUs. However, since each 
channel receives random events independently, the pulse 
extractors associated with them do not necessarily need to 
simultaneously distribute their pulses to FUs. Consequently, 
sharing FUs between channels can reduce the delay to find an 
available one. 

B. Pulse-Driven Execution Model 

Most pulse processing algorithms process each pulse 
individually (neutron-gamma discrimination [10], 
spectroscopy [1]) before merging the results in a final process 
(time correlation, histogram construction). Therefore, once 
pulses are extracted, it is possible to distribute them 
individually as soon as they arrive to Functional Units (FUs) 
which perform process as in [5]. Fig. 2. Proposed pipelined and event-triggered asynchronous execution 

model. 

Fig. 1. Dead-time management by the pulses distribution on multiple 
Functional Units. Fig. 3. Pulses distribution on a multichannel architecture with shared 

resources. 



  

  

In the example illustrated by Fig. 3, two FUs are required to 
handle pulses from two acquisition channels. Without FU 
sharing, the channel 1 alone would require two FUs. Our 
multi-channel model can then benefit from the use of shared 
resources to reduce the dead-time issue with the increase of 
the number of acquisition channels. Moreover, as the 
processing time of each pulse depends both on the algorithm 
implementation (in an FU) and the pulse length itself, each 
pipeline stage can benefit from resources sharing. Therefore, 
each stage is heterogeneous in term of number of FU and 
processing capability. A crossbar switch is used between each 
FU stage. Its routing table is controlled by the scheduler 
restricted to only one routing command per cycle. Taking into 
account the granularity of an FU, the crossbar is the best 
choice to give the best case of the simulation. A further 
interconnection network that would offer a better scalability 
for multi-channel applications [3] can then be implemented. 
The final model that combines all the elements described 
above is shown in Fig. 4. 

Fig. 5. Internal view of an FU comprising two dual-clocked FIFOs. 

IV. EXPERIMENTS AND RESULTS 

The macro-model of the proposed architecture is 
developed in cycle-accurate SystemC. This allows  the 
architecture (number of channels, number of FUs) to be easily 
modified, different class of algorithms to be implemented and 
different kinds of interconnection networks, schedulers and 
execution models to be tested. 

E. Functional Units 
A. Experimental Protocol 

As previously illustrated, the proposed event-triggered 
asynchronous execution model allows the processing of every 
incoming pulse. In this model, the process duration does not 
influence dead-time anymore provided that enough FUs is 
available to process data. FUs are based on general purpose 
processors (ARM, Microblaze) to execute the algorithms. 
Algorithm modification does not imply a costly modification 
of the hardware, but a simple compilation of the application. 
As each FU is independent with its own clock domain, a 
specific memory hierarchy must be designed to ensure the 
data input/output with the rest of the architecture. The current 
FU is presented in Fig. 5. Dual-clocked FIFOs are used for 
input and output. Their size is defined to contain the largest 
pulse that can be transmitted by the pulse extractor. The 
execution of the algorithm is started by the presence of 
pulse/packet in the FIFOs. A signal busy informs the scheduler 
the FU is currently processing a pulse. As data processing is 
completely implemented in software, different kinds of 
metadata can be added to the pulses (signal is a considered as 
a variable length table). For example, Data Emittable allows 
stream transmission of samples/data allowing pipelined 
algorithms (filter) while End Packet requires the complete 
memorization of the pulse/packet in the FIFO OUT before 
allowing its transmission (check of the validity of a pulse, 
FFT). 

1 ) Benchmark 

Literature does not propose specific benchmark to 
compare DPP architectures. However, the works presented 
in [11] uses a dedicated simulator to evaluate the evolution of 
dead-time in accordance to a given application and the number 
of processing tiles used. In the same vein, we propose a 
benchmark based on the number of pulses lost by the lack of 
hardware resources (computing, memory etc.). This makes 
possible fair comparisons between DPP architecture provided 
that the same dataset and pulse extractors are used. 

2 ) Signal 

The data used for tests were obtained with an Am-241 
source and a 4γʌ crystal-well type NaI(Tl) detector. Analog to 
digital conversion is ensured by a 16-bit 125 MHz component. 
The signal is then recorded in a file per 2-second slices, which 
corresponds to 17 000 pulses when the activity of the source is 
taken into account. Then a data file is associated with each 
channel modeled in SystemC. 

3) Applications 

FUs are programmable, then, software modifications 
directly impact the program execution duration. In order to be 
representative of different applications, program durations are 
expressed in number of cycles required to process each pulse's 
sample. They are obtained from analysis of traditional pulse 
processing algorithms. 

B. Results 

1 ) Pulses distribution simulation 

In order to evaluate the number of FUs required to reach 
the zero dead-time, we propose to execute a simulation with 
an instance of the architecture that comprises one acquisition 
channel. Multiple executions of the model are done using the 
same data, for different number of FUs and durations of the 
program execution. The number of pulses lost by the lack of 
computing resources is recorded and plotted in Fig. 6. It shows Fig. 4. Proposed DPP architecture model able to meet nuclear instrumentation 

requirements. 



  

 

that the pulses distribution over FUs allows reaching of zero V. CONCLUSION & FURTHER WORK 

dead-time (no pulse loss), confirming the theory. The gain Traditional DPP architectures are limited by dead-time, 
obtained by adding FUs exponentially decreases as presented 
in [11]. In our example, no pulse is lost with at least six FUs 
for each tested configuration of the simulation. It shows that a 
compromise in term of number of FUs without over-sizing the 
architecture. This is confirmed by the analysis of the 
occupation time (FU busy state) of the FUs during the 
acquisition which is presented in Tab. I. For example, the 
sixth FU is busy only 0.34 % of the time, it usefulness can be 
questioned for some application that do not require strict zero- 
dead time. 

scalability and programmability. To address these issues, an 
innovative model of event-driven asynchronous DPP MPMD 
architecture is proposed. This architecture is programmable 
and is particularly suited to achieve multi-channel digital pulse 
processing especially for nuclear instrumentation. The pulse 
separation and pulse distribution to different and pipelined 
programmable FUs solves the problem of the dead-time and 
programmability. The issue of scalability in multi-channel 
applications is addressed by FU sharing. The SystemC model 
shows promising results in terms of scalability while 
maintaining zero dead-time on a real experimental dataset. 
Further work will focus on the interconnection network 
associated to an optimized scheduler that can exploit the 
variable-length of pulses allowed by [9] regarding to their 
scalability for a very large number of FUs. 

2 ) FU sharing simulation 

In order to evaluate the gain, in term of FUs, of FUs 
sharing between acquisition channels, we propose to execute a 
simulation with an instance of the architecture that comprises 
two acquisition channels simultaneously acquiring a signal. 
The number of pulses lost is recorded for channel 1 only 
(channel 2 disabled), for channel 2 only (channel 1 disabled), 
for both channels without FUs sharing and for both channels 
with FUs sharing. Results are presented in Tab. II and show a 
reduction of the required number of FUs when FUs sharing is 
enabled. The number of pulses lost tends to an exponential 
decay as in the previous results. Using the randomness of the 
pulses arrival to share resources between channels allows a 
better scalability for multi-channel applications. 
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Channel 1 

Channel 2 
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Gain (%) 
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