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ABSTRACT
Herein, an approach for simulating phase diagrams of binary mixtures is presented, where a bulk liq-
uid and its corresponding vapour phase are simulated bymeans ofmolecular dynamics using explicit
polarisation. Time-averaged density profiles for the pure compounds and mixtures at different mole
fractionsprovide information about the spatial distribution in thebulk liquid and the amount of evap-
orated species in the adjacent vapour phase. The activities in the liquid phase are calculated from the
mean vapour phase densities at a given composition, providing a good qualitative agreement com-
pared to experimental data and the precision of the method follows a previously developed Poisson
model of evaporation. With the Redlich–Kister approach for the activities in a binary mixture, the
directly obtained activities are fitted providing corrected activity coefficients of the two species. This
method is applied to ethanol water mixtures at different mole fractions. The obtained structural data
are in good agreementwith experimental data and time-averaged density profiles provide a detailed
insight into the composition of the liquid–vapour interface. An azeotropic point is obtained for an
excess concentration of ethanol at 87% as percentage by mass compared to the experimental value
of 95%.

1. Introduction

The prediction of binary phase diagrams from molec-
ular simulations is still a difficult challenge despite the
significance of such an important concept. For example,
since the early ages, mixtures of ethanol (CH3CH2OH)
and water had a remarkable influence on human culture
[1,2]. Almost all commercially available alcoholic bev-
erages consist of a certain degree of ethanol and water.
And when it comes to distilled beverages, physical chem-
istry comes into play. Distillation exploits the different
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volatilities of compounds in a mixture, which, for exam-
ple, allows separating ethanol fromwater due to the com-
position differences in the liquid mixture and its vapour
phase. However, distillation only works, when the com-
position of the gas and the liquid phase differ. If com-
positions in gas and in the liquid are the same, then
no further separation of the two compounds is possible,
since the resulting distillate has the same composition as
the initial liquid. This behaviour is called an azeotrope
and for ethanol–water mixtures an azeotropic point is
experimentally observed at 95.5 wt% of ethanol [3].
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Understanding the phase diagram for ethanol and water
is thus of crucial importance for various industrial appli-
cations due to their relatively eco-friendly properties as
solvent mixtures [4].

The latter is advantageous since ethanol allows sol-
ubilising compounds which are otherwise only poorly
soluble in water, such as fragrance molecules in per-
fumes [5], longer aliphatic chained alcohols such as
n-octanol for so-called surfactant free microemulsions
[6,7], or many organic molecules such as petides or
active compounds in pharmaceuticals [8]. The increased
solubility of non-polar compounds in these systems is
due to the amphiphilic or surfactant-like character of
the ethanol. The hydroxyl group of alcohols prefers the
presence of polar compounds such as water and forms
hydrogen bonds, whereas the short hydrocarbon chain
prefers non-polar environments due to its hydrophobic
nature [9] and consequently facilitates solubilising big-
ger, non-polar compounds. These properties make aque-
ous ethanol solutions elementary model systems before
studying more complex solvent phases containing big-
ger amphiphilic molecules. The latter is for example used
in solvent extraction systems for the treatment of spent
nuclear fuels [10] or for recycling rare earth elements
[11]. For process modelling of solvent extraction, know-
ing the activities in the liquid of all compounds is crucial
to determine the efficiency of separation [12].

At equilibrium, the activity in the liquid phase of a
compound in a mixture depends on the partial vapour
pressure. Raoult’s law describes the partial vapour pres-
sure for ideal mixtures, where the partial vapour pres-
sure is the product of the mole fraction and the vapour
pressure of the pure liquid of that compound. Exper-
imentally, activities of ethanol–water mixtures can be
accessed by various methods. Barr-David and Dodge
[13] and d’Ávila and Silva [14] measured the total
vapour pressure for known compositions of the liq-
uid and gas for different temperatures. O’Harez and
Spedding[15] measured the evaporation rates of aqueous
ethanol solutions under conditions of turbulent air flow.
And more recently, Kokoric et al. [16] used substrate-
integrated hollow waveguide infrared spectroscopy with
integrated microfluidics to determine the partial pres-
sure of ethanol and water. From a simulation perspec-
tive, Gibbs Ensemble Monte Carlo (GEMC) is capable
in predicting vapour–liquid equilibria of binary mixtures
in good agreement with experiment [17–20]. Lísal et al.
[21] used the GEMC approach to simulate vapour–liquid
equilibria of ethanol andwater at 393.15 K. Other simula-
tion methods for activities in solution, such as the molec-
ular dynamics (MD) -based osmotic membrane method
[22,23] or the McMillan–Mayer approach [24–26] only
work for systems with charged particles. Zhang and Yang

[27], Noskov et al. [28] and more recently Ghoufi et al.
[29] studied the structural and physical properties of
aqueous ethanol–water mixtures in the bulk liquid phase
and at the liquid–vapour interface by the means of MD
simulation.

Herein, an extension of the previously presented
osmotic equilibriummethod [30] for binary solvent mix-
tures is presented. Themethod considers a vapour–liquid
equilibrium for aqueous ethanol solutions between the
liquid and its adjacent vapour phase. This method deter-
mines the average amount of molecules in the gas phase
in analogy with the experimental studies of evapora-
tion rates by O’Hare and Spedding [15]. This multi-scale
approach based on the thermodynamic interpretation of
the time-averaged density profiles from MD simulations
of vapour–liquid interfaces is in principle similar to the
experimental isopiestic approach for aqueous solutions.
MD simulations of the bulk liquid phase and the liquid–
vapour interfaces of ethanol–water mixtures have been
conducted at different ethanol concentrations. Informa-
tion about the osmotic properties of mixtures are conse-
quently obtained by referring their vapour phase densi-
ties to those of the pure compounds. The methodologi-
cal error, time-averaged density profiles, the coordination
of the two species and the determination of an azeotrope
are taken into account to show the extended scope of this
approach.

2. Theoretical methods

2.1. Determination of activities from osmotic
equilibria

For a binary mixture consisting of compounds 1 and 2 at
mole fraction x1, the activity for the αth compound in the
liquid phase in equilibrium with a vapour phase reads:

aα(x1) = pα(x1)
p∗

α

= nα(x1)
n∗

α

= ρα(x1)
ρ∗

α

(1)

where pα(x1), nα(x1) and ρα(x1) are the vapour pressures,
number densities and mass densities in the gas phase in
equilibrium with the liquid for a composition x1. p∗

α , n∗
α

and ρ∗
α are the vapour pressure, the number density and

the mass density in the gas phase in equilibrium with the
pure liquid α. The expressions represent the equilibrium
between species in the liquid phase and species in a cor-
responding vapour phase. The non-ideal behaviour of the
activity of a compound α in a liquid mixture at a compo-
sition x1 can be described by the activity coefficient

γα(xα) = ρα(xα)

xαρα∗
= aα(xα)

xα

(2)

which depends on the concentration.
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2.2. Error calculation

A Poisson model helps understanding the error of the
simulation method. The statistics of evaporation are dis-
cussed in detail in a previous publication [30]. The
expected average amount of molecules of a species α

found in the vapour phase N̄α(x1) is

N̄α(x1) = ταλα(x1) (3)

where λα(x1) is the concentration-dependent evapora-
tion rate and τα is the mean residence time in the
gas phase. The mean residence time of a species τα is
obtained through a Maxwell–Boltzmann distribution in
the x direction:

τα = lx

√
πMα

2RT
(4)

where lx is the total length of the gas phase in x direc-
tion, Mα is the molar mass of the species, R is the ideal
gas constant and T is the temperature. The activity of a
compound in the liquid phase aα(x1) can be expressed as
a fraction of evaporation rates by

aα(x1) = N̄α(x1)
N̄∗

α

= λα(x1)
λ∗

α

(5)

where N∗
α and λ∗

α represent the amount of species and its
corresponding evaporation rate for a pure liquid phase of
a speciesα, respectively. The relative error of the expected
amount of solvent molecules in the vapour phase δN̄α

(x1)
is calculated from a Poisson process [30]

δN̄α
(x1) = 	N̄α(x1)

N̄α(x1)
= 1√

λα(x1)tP
(6)

where 	N̄α(x1) is the total error for the quantity of a
species found in the vapour phase and tP is the total pro-
duction time in the NVT ensemble. The production time
tP is given by

tP = tTot − tEq (7)

where tTot is the total simulation time and tEq is the time
needed to equilibrate the system. The corresponding rel-
ative error of the activity of the liquid δaα

(x1) is

δaα
(xα) = 	aα(x1)

aα(x1)
= 1√

tP

(
1√

λα(x1)
+ 1√

λ∗
α

)

=
√

τα

tP

⎛
⎝ 1√

N̄α(x1)
+ 1√

N̄∗
α

⎞
⎠ (8)

where 	aα(x1) is the total error of the activity. The latter
can globally be calculated via

	aα(x1) =
√

τα

tP

(√
N̄α(x1)
N̄∗

α

+ N̄α(x1)
(N̄∗

α )3/2

)
. (9)

The resulting total error of the activity coefficient
	γ α(xα) is

	γα(xα) = 	aα(xα)

xα

. (10)

It should be noted here that the mole fraction of the com-
pound xα is used instead of x1. The relative error of the
activity coefficient δγα

(x1) is equal to the relative error of
the activity δaα

(x1). However, this is not true for the total
errors 	aα(x1) and 	γ α(xα). The error of the method is
consequence of the variation for the amount of molecules
present in the gas phase. In the case of an infinite trajec-
tory length tS the error will be zero.

3. Simulation details

3.1. Molecular dynamics

Classical MD simulations of pure water, pure ethanol and
theirmixtures at different ethanolmole fractions xE rang-
ing from 0.1 to 0.9 were carried out with SANDER14,
a module of AMBER14 [31], using explicit polarisation
in the NPT and NVT ensembles. Periodic boundary con-
ditions were applied to the simulation box in all direc-
tions. Equations of motion were numerically integrated
using a 1.0 fs time step and long-range interactions have
been calculated using the particle-mesh Ewald method
[32]. Systems were equilibrated at 298.15 K and 1 bar
(0.1MPa) for 10 ns in theNPT ensemble, and production
runs were afterwards conducted in theNVT ensemble for
at least 15 ns. All atomic coordinates were written to the
trajectory file every picosecond. Here, the van der Waals
energy is described by a 12–6 Lennard-Jones potential.
Watermolecules were described by the rigid POL3model
[33,34], taking into account polarisation. The polarisable
parm99 AMBER force field [35] was used to model the
ethanol molecule (Table 1). Atomic partial charges on
the ethanol were calculated using the restricted electro-
static potential procedure [36,37]. The atomic charges of
the individual atoms are depicted in Figure 1. These sets
of parameters provide a reasonable agreement of experi-
mental [38] (ρExp. = 0.786 g cm−3) and calculated density
(ρSim. = 0.760 g cm−3) for pure ethanol at 298.15 K.

Table 2 lists the initial ethanol mole fractions xE, ini.
and the dimensions of the simulation boxes created with
the PACKMOL package [39]. The equilibration stage was
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Table . Parameters used for the MD simulations.

Atom ε
αβ

a σ
αβ

b q
α
c αd

OEtOH . . −. .
CEtOH . . see Figure  .
HEtOH

e – – +. .
HEtOH

f . . see Figure  .
OH2O

. . −. .

HH2O
– – +. .

aEnergies in kJ mol−.
bDistances in Å.
cAtomic partial charges in e.
dAtomic polarisabilities in Å.
eHydrogen of hydroxyl group.
fHydrogen bound to carbon.

Figure . Atomic partial charges of the ethanol molecule (in e)
used for molecular dynamics simulations.

conducted for 8 to 10 ns in theNPT ensemble at 298.15 K
and 1.0 bar using a τ P of 0.1 ps, where τ P is the relaxation
time of the Berendsen pressure coupling [40]. Multiple
production runs have been performed by changing the
initial coordinates. For all simulation boxes of ethanol–
water mixtures, three different equilibrated coordinate
files of an identical composition have been used for each

Table . Characteristics of the MD simulation boxes in the
NPT ensemble.

xE, ini.
a NW

b NE
c ρSim.

d ρExp.
e VBulk

f

  – . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
.   . . .× .× .
. –  . . .× .× .

aInitial ethanol mole fraction.
bNumber of water molecules.
cNumber of ethanol molecules.
dLiquid density in g cm− calculated fromMD simulations in the
NPT ensemble.
eExperimental liquid density in g cm− from Reference [].
fLiquid bulk volume (lx × ly × lz) in Å.

mole fraction in order to ensure a good sampling. For the
pure compounds, five different runs based on different
initial coordinate files have been conducted.

Subsequently, simulation boxes have been extended
to a finite size of 495.0 Å in x-direction to obtain
liquid–vapour interfaces leading to a centred equilibrated
bulk liquid phase and two adjacent vacuum areas with
a width of around 225 Å each (Figure 2). Note that this
vacuum space will hereafter be referred as the vapour
phase. Similar partitioning between liquid and gaseous
phases is found in the work of Taylor et al. [41], Yuet
and Blankschtein [42] and Ghoufi et al. [29]. These
geometries are used to produce liquid–vapour equilib-
ria in the NVT ensemble for 15.0 ns at 298.15 K. The
cut-off radius for all equilibration and production runs
is 12.0 Å.

Figure . Schematic representation of a simulation box presenting an ethanol–water bulk liquid phase (xE, ini. = .) in equilibrium with
the adjacent vapour phase.
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3.2. Data analysis

... Time-averaged amount ofmolecules in the
vapour phase
Data analysis has been performed using 37 production
runs (Table 2). Equilibrium between the liquid and the
vapour phase is obtained after around 8 ns for each pro-
duction run, therefore only the results of the remaining
7.0 ns are taken into account for calculating the time-
averaged amount of evaporated molecules 〈Nα, i(x1)〉 of
a species α at a concentration x1 during the ith run.
The determination of the amount of molecules of type
α present in the gas phase for a single frame Nα, i(t, x1)
requires the locations of both liquid–vapour interfacial
yz-planes perpendicular to the x-axis. The latter are
therefore located at 200 and 295 Å in x-direction, provid-
ing two gas phases of identical volume. All oxygen atoms
of water molecules (OH2O) within the defined range from
0 to 200.0 and 295.0 to 495.0 Å are counted for each of the
7 × 103 frames of a trajectory and the arithmetic mean
is calculated. Time-averaged density profiles for ethanol
and water of the production runs are obtained from the
coordinate files by calculating the arithmetic mean of
a given compound for every 20th frame of a trajectory
within an interval of 1.0 Å.

... Determination ofmean activities
The time-averaged amount of molecules 〈Nα, i(x1)〉 for a
composition x1 and the ith production run of a species α

is calculated by

〈Nα,i(x1)〉 = 1
tP

∫ tTot

tEq
Nα,i(t, x1)dt (11)

where Nα(t, x1) is the amount of molecules α present in
the gas phase at a simulation time t of the ith simulation
run at a mole fraction x1. Here, the equilibration time tEq
from Equation (7) is set to 7 ns. For a global simulation
length tTot of 15 ns, the analysed production time tP is
therefore of 8 ns.

The amount of molecules in the gas phase is obtained
for slightly different gas phase volumes for each run i. The
volume of the gas phase varies because of the slightly dif-
ferent initial atomic coordinate files. The vapour phase
density ρα, i(x1) provides a volume-independent measure
for the amount of evaporated molecules

ρα,i(x1) = 〈Nα,i(x1)〉 Mα

Vi(x1)NA
(12)

where Mα is the molar mass of compound α, NA is the
Avogadro constant and Vi(x1) is the total vapour phase
volume of the ith run at a given concentration. The mean
vapour phase density ρ̄α(x1) of a species α is given by the

arithmetic mean of all j different runs

ρ̄α(x1) =
∑i= j

i=1 ρα,i(x1)
j

and

σρ̄α
(x1) =

∑i= j
i=1 σρα,i (x1)

j
(13)

where x1 = 0 provides the vapour pressure of the pure
species ρ̄∗

2 and x1 = 1 provides ρ̄∗
1 , respectively. The activ-

ity in the liquid phase aα(x1) is given by

aα(x1) = ρ̄α(x1)
ρ̄∗

α

(14)

where ρ̄∗
α is the vapour phase mass density of the pure

components. The expressions for calculating the varia-
tion of the activity of a compound in the liquid phase are
provided in the Appendix.

... Fitting activities
Liquid phase activities and activity coefficients were fitted
by using the Redlich–Kister equations as a function of the
mole fraction [43]. For a binary mixture of a composition
xα , activities read:

a1,act.(x1) = x1 exp
[
(1 − x1)2 [B +C(4x1 − 1)

+ D(2x1 − 1)(6x1 − 1)]] (15)

a2,act.(x1) = (1 − x1) exp
[
x21 [B +C(4x1 − 3)

+ D(2x1 − 1)(6x1 − 5)]] (16)

where B, C and D are the Redlich–Kister fitting coef-
ficients. Those coefficients are used to fit the directly
obtained simulated ethanol activities for the liquid phase
aE, dir. with Equation (15). Subsequently, this allows cal-
culating aE, act and aW, act. via the Equations (15) and (16),
respectively. The fact that both a1 and a2 depend on
the same coefficients B, C and D is a consequence of
the Gibbs–Duhem relations. In this article, aα, dir. repre-
sent liquid phase activities directly obtained from MD
simulation and aα, act. cover activities obtained from the
Equations (15) and (16).

... Phase compositions in the liquid and vapour
phases
Themole fraction of compound α in the gas phase yα(xα)
for a non-ideal mixture varies with the composition of
the liquid phase xα . An azeotropic point is obtained if
xα = yα(xα), where the composition is the same for both
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phases. y1(x1) for an ideal gas mixture is defined as

y1(x1) = N1,gas(x1)
N1,gas(x1) + N2,gas(x1)

= p1(x1)
p1(x1) + p2(x1)

(17)

where Nα, gas(x1) is the amount of a species α for a mole
fraction x1 in the gas phase and pα(x1) is the corre-
sponding vapour pressure of the compound, respectively.
Vapour pressures in the gas phase pα(x1) can be accessed
by

pα(x1) = aα(x1)p∗
α. (18)

4. Results and discussion

4.1. Liquid phase

Table 2 contains a comparison of experimental and cal-
culated densities at different ethanol mole fractions. The
calculated density of pure ethanol is in good agreement
with experimental findings [38], whereas a certain mis-
match is observed for the ethanol-water mixtures. For
xE = 0.3 and 0.8, the difference is around 0.04 g cm−3

and this underestimation of the densities indicates that
the ethanol–water intermolecular interactions might be
too weak. Table 3 provides selected structural proper-
ties of two species in the bulk liquid phase for the sim-
ulation of a liquid–vapour interface in the NVT ensem-
ble. The corresponding ethanol–ethanol distance rOE−OE

of 2.85 Å is consistent with previously obtained exper-
imental [44] and simulated data [28,45,46]. Narten and

Habenschuss [44] showed by X-ray diffraction measure-
ments of pure ethanol, that the distance between two
hydroxyl groups is around 2.8 Å and that 1.8 nearest
neighbours are found at this distance. Our simulation
yields a distance of 2.85 Å and 1.6 nearest neighbours.
Formixtures, only slight changes of first-ordermaximum
peak position between water and ethanol are observed
for an increasing concentration. The distances rOE−OW

and rOE−HW increase by 0.02 Å whereas distances for the
same species remain constant (rOE−OE, rHE−HE, rOW−OW

and rHW−HW). The sum of the coordination numbers
for the first-order maximum CNOE−H2O and CNOE−OE is
between 1.6 and 1.8 for any composition. An increasing
ethanol content leads to a replacement of watermolecules
by ethanol molecules in the first hydration sphere. This
shows that the structural properties of the mixtures are
very similar to those of the pure compounds. The plot-
ted radial distribution functions (RDF) and coordination
numbers (CN) as well as additional tables listing hydra-
tion properties for the NPT and the NVT ensemble are
provided in the Supporting Information (Tables S1– S4
and Figures S1– S16).

Another aspect of the structural properties in the liq-
uid phase is time-averaged mass density profiles from the
simulations in the NVT ensemble of the liquid–vapour
equilibrium. Figures 3–5 show anisotropies of the density
in x and y direction of the two compounds with respect
to the orientation of the liquid–vapour interface. Detailed
time-averagedmass density profiles for studiedmole frac-
tions (NVT and NPT ensemble) are provided in the Sup-
porting Information (Figures S17– S36). The density pro-
files in y direction parallel to the liquid–vapour interface

Table . Hydration properties of ethanol–water mixtures at . K calculated at different mole
fractions in the NVT ensemble.

xE, ini.
a rOE−OW

b rOE−HW

c CNOE−H2O
d rOE−OE

e CNOE−OE

f rHE−HE

g rOW−OW

h rHW−HW

i

 – – – – – – . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
. – – – . . . – –

aInitial ethanol mole fraction.
bFirst-order maximum peak of the OE − OW RDF in Å.
cFirst-order maximum peak of the OE − HW RDF in Å.
dNumber of water molecules in the first coordination sphere of OE.
eFirst-order maximum peak of the OE − OE RDF in Å.
fNumber of OE in the first coordination sphere of OE.
gFirst-order maximum peak of the HE − OE RDF in Å.
hFirst-order maximum peak of the OE − OW RDF in Å.
iFirst-order maximum peak of the HW − OW RDF in Å.
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Figure . Time-averaged density profiles along the (a) x axis and
(b) y axis for ethanol EtOH (dashed) and water HO (joined) at an
ethanol mole fraction xE = . in the NVT ensemble.

Figure . Time-averaged density profiles along the (a) x axis and
(b) y axis for ethanol EtOH (dashed) and water HO (joined) at an
ethanol mole fraction xE = . in the NVT ensemble.

correspond to the behaviour of the bulk liquid because of
the periodic conditions applied on the simulation boxes.
In x direction, perpendicular to the interface, the pres-
ence of a vapour phase leads to an inhomogeneous distri-
bution ofmolecules of the two species. Ethanolmolecules
accumulate at the liquid–vapour interface due to their
more amphiphilic nature and the preferred orientation of
their short hydrophobic alkyl chains is towards the non-
polar vapour phase. Therefore, water molecules as a polar
compound, tend to stay in the bulk liquid phase. The for-
mation of interfacial layers of ethanol is observed for any
ethanol content in the mixture, as it can be seen in the
snapshots in Figure 6. The thickness of this layer increases
with increasing ethanol content. Figure 6(b) shows that
excess water is found on the left side of the bulk liq-
uid phase, which might explain the asymmetric curve for
ethanol in Figure 4.

It is necessary to take this effect into account for
the composition of the bulk liquid phase. The ethanol
mole fraction in the liquid xE, liq. can be derived from

Figure . Time-averaged density profiles along the (a) x axis and
(b) y axis for ethanol EtOH (dashed) and water HO (joined) at an
ethanol mole fraction xE = . in the NVT ensemble.

the time-averaged number density profiles. The liquid
composition xE, liq. is calculated by the number density in
the middle of the box around the maximum water den-
sity in x direction by averaging over all points within
± 15 Å of this maximum. Indeed, only the central
molecules of the liquid phase have a bulk environment
that corresponds to the liquid phase concentration. Thus,
the corrected ethanol mole fraction, as tabulated in Table
5, exhibits a negative offset of around 0.1 compared to
the initial composition xE, ini., indicating the depletion of
ethanolmolecules in the bulk liquid phase. A comparison
of the anisotropy of the liquid phase composition in the
x, y and z direction is part of the supporting information
(Table S5 and Figure S37).

4.2. Vapour phase

The amount of molecules present in the vapour phase
is a direct result of simulations in the NVT ensemble.
Equation (3) consequently leads to the evaporation rate
λα , which varies with the composition and depends on
the residence time τα . For lx = 400.0 Å, the mean resi-
dence times of ethanol and water are τE = 216.1 ps and
τW = 135.2 ps, respectively. Total and relative errors of
the method for the two species can then be accessed.

Table 4 lists the key parameters for the statistics
of evaporation using a Poisson model [30]. The mean
amount of ethanol N̄E increases up to 50 molecules with
increasing ethanol content, whereas the amount of water
in the gas phase N̄W remains almost constant at around 3.
Consequently, the evaporation rate of ethanol λE is higher
by up to a factor of 10 when compared to water. A higher
evaporation rate for the same simulation length tS thus
leads to a reduced error following Equation (6). The rel-
ative error for ethanol δE and water δW differ by a fac-
tor ranging between 2 and 3, dependent on the initial
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Figure . Parts of snapshots of the simulation boxes representing the liquid phase (darker background) in contact with the two vapour
phases (brighter background) for an ethanol mole fraction of (a) ., (b) . and (c) ..

composition. The higher the ethanol content, the lower
the relative error of the method δE. Similarly, the absolute
error for the activity	aE is lower by a factor of 4 than for
	aW.

In Table 4, activities aα of the two species in the liquid
phase are listed as well. For ethanol, a constant increase
of activity is observed, whereas the water activity aW
remains constantly above 1.0 up to high ethanol concen-
tration. This is in agreement with the vapour phase den-
sities tabulated in Table 5, where ρW, gas(x1) permanently
exceeds the vapour phase density of pure water. The
presence of ethanol molecules leads to a drastic increase
of water vapour phase densities. This behaviour can be
explained by two observations. First, the formation of
an interfacial ethanol layer hinders the evaporation of
water molecules in the gas phase by forming a less per-
meable layer. This observation is supported by the fact
that the water gas phase density remains almost constant
for all different mixture compositions. Thus, the organ-
isation of the interface hinders its evaporation and the

system is not fully equilibrated. This is a consequence of
the lower amount of water at the interface induced by the
amphiphilic and surfactant nature of ethanol. Second, the
intermolecular interaction between the same and differ-
ent species are too weak. These forces depend on the ini-
tially chosen atomic interaction parameters εαβ . It should
be noted that simulated vapour pressures of pure ethanol
p∗
E,sim. = 3.335 bar and water p∗

W,sim. = 0.091 bar when
compared to their experimental values p∗

E,exp. = 0.079 bar
[47] and p∗

W,exp. = 0.032 bar [3] differ by factors of around
40 and 3, respectively. Stronger intermolecular interac-
tions would result in lower vapour pressures of the pure
compounds.

In addition, Table 5 contains variations σ for the
vapour phase densities and the related activities. Com-
pared to the error of the method for the activity 	aα ,
the standard deviation of activities in the liquid phase
σaα

show no concentration dependency. An increasing
concentration does not lead to a decreasing variation.
The globally lower amount of water molecules in the gas

Table . Statistics of evaporation for ethanol–water mixtures at . K.

xE, ini.
a N̄E

b λE
c δN̄E

d aE ± 	aE
e N̄W

f λW
g δN̄W

h aW ± 	aW
i

. – – –  . . .% .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . ± . . . .% . ± .
. . . .% . – – – 

aInitial ethanol mole fraction.
bMean time-averaged amount of ethanol in the vapour phase.
cEthanol evaporation rate in ps−.
dRelative error of the amount of ethanol in the vapour phase in %.
eEthanol activity in the liquid phase and the corresponding error.
fMean time-averaged amount of water in the vapour phase.
gWater evaporation rate in ps−.
hRelative error of the amount of water in the vapour phase in %.
iWater activity in the liquid phase and the corresponding error.
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Table . Raw gas-phase properties of ethanol–water mixtures simulated at .K.

xE, ini.
a xE, liq.

b ρE,gas ± σ
ρE,gas

c aE,liq ± σaE,liq
d ρW,gas ± σ

ρW,gas

e aW,liq ± σaW,liq

f

. – –  . ± . .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. . . ± . . ± . . ± . . ± .
. – . ± . . – 

aInitial ethanol mole fraction.
bEthanol mole fraction in the liquid.
cEthanol vapour phase mass density ρE, gas and the corresponding standard deviation σρE,gas in g m

−.
dEthanol activity in the liquid phase aE, gas and the corresponding standard deviation σaE,gas .
eWater vapour phase mass density ρW, gas and the corresponding standard deviation σρW,gas in g m

−.
fWater activity in the liquid phase aW, gas and the corresponding standard deviation σaW,gas .

Figure . Simulated and experimental activities aW and aE in the
liquid phase as a function of the ethanol mole fraction xE. Experi-
mental data from reference [].

phase N̄W compared to N̄E is the reason why the standard
deviation of the vapour phase density σρW,gas is lower and
the variation of the activity of the liquid σaW,liq is higher
compared to those of ethanol. For the water evaporation
rate λW, O’Hare and Spedding [15] measured that the
water evaporation rate remained virtually constant with
increasing ethanol content.

Table 5 lists the initial xE, ini and corresponding liquid
phase xE, liq. mole fraction, where the latter is obtained
from the time-averaged number density profiles in x
direction. The composition of the liquid phase is used
in Figure 7 to illustrate the behaviour of the liquid
phase activities and their total errors aα ± 	aα for an

increasing ethanol concentration. Water activities aW for
mixtures are too high and they do not fulfil Raoult’s law,
as the vapour pressure of a pure compound is always
required to be higher than its mixture. Ethanol activities
aE follow experimentally observed tendencies [14] with a
reasonable total methodological error 	aW.

4.3. Fitting the ethanol activities

Figure 7 shows the directly obtained activities for the liq-
uid phase aα, dir., the curves for aα, act. from a Redlich–
Kister fit of the ethanol activities calculated from MD
and finally curves based on the Redlich–Kister param-
eters obtained from experiment [14]. Raw simulated
ethanol activities aE, dir. have been fitted with Equation
(15). Indeed, only ethanol activities have been chosen
for fitting because of equilibration difficulties for water.
Corresponding water activities obtained from Equation
(16) that express the Gibbs–Duhem relation are also
plotted. This provides BSim. = 2.246, CSim. = 0.101 and
DSim. = 0.321. D’Ávila and Silva [14] obtained BExp. =
1.196, CExp. = −0.267 and DExp. = −0.081 for ethanol–
water mixtures at 298.15 K via the total pressure method.
For simulation results, Equation (16) allows to deter-
mine adjusted water activities aW, act. from the fit of the
ethanol data. The two curves for aα, act. from simulation
still exceed the corresponding experimental findings, but
no more activities above 1 is obtained and the modelled
activities aα, act. still predict a repulsive system.

Thus, the obtained curves for activities in the liquid
phase aα, act. can subsequently be used to calculate activ-
ity coefficients for solutes via Equation (2). Figure 8 allows
comparing the results for fitting coefficients from both,
simulation and experiment. Activity coefficients obtained
from simulation are in general higher compared to
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Figure . Raw and fitted water γW and ethanol γ E activity coef-
ficients as function of the ethanol mole fraction xE. Experimental
data from reference [].

experimental ones, but general trends are observed. For
water, the fact that simulation points do not fully cor-
respond to the Redlich–Kister curve fitted from ethanol
points is the consequence of the non-equilibration of
water and the underestimation of intermolecular interac-
tions. Thus, the Gibbs–Duhem equation is not satisfied
and the points do not exactly coincide. Nevertheless, dif-
ferences are not that big and it globally corresponds to the
lower value of the error bar. Knowing the two activities
aE, act. and aW, act. also allows tracing the partial vapour
pressures of ethanol and water pα(x1) with the help of
Equation (18) and a given vapour pressure of the pure
compound p∗

α . Using experimental vapour pressures of
pure ethanol p∗

E = 0.079 bar [47] and water p∗
W = 0.032

bar at 298.15K [3], allows comparing the outcome of

Figure . Total vapour pressure of the gas phase p
tot.,vap.

as a func-

tion of the ethanol mole fraction in the liquid phase xE and in the
gas phase yE, respectively. Experimental data from reference [].

Figure . Ethanol mole fraction of the gas phase yE as a func-
tion of the ethanol mole fraction in the bulk liquid phase xE. The
straight line corresponds to azeotropic behaviour, where xE = yE.
Experimental data from reference [].

simulation and experiment. The total vapour pressure
pvapourtotal , as shown in Figure 9, is given by the sum of the
partial vapour pressures pE and pW. The mole fraction of
ethanol in the gas phase yE in Figure 10 is calculated via
Equation (17).

In Figure 9, the vapour pressure is plotted as a function
of the ethanol content in the bulk liquid phase xE (solid
line) and the ethanol mole fraction in the gas phase yE
(dashed line) for calculated and experimental activities.
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The vapour pressures as a function of the liquid phase
composition xE are calculated using Equation (18) using
the fitted activities aα, act.. The experimental vapour pres-
sures p∗

α of the pure compounds are used here to compare
simulation and experiment. Subsequently, Equation (17)
allows determining the total vapour pressure as a func-
tion of the ethanol concentration in the gas phase yE. For
the liquid phase, a positive deviation from Raoult’s law
is observed indicating solute aggregation. Curves for the
composition of vapour phase p(yE) almost follow Raoult’s
law for a low total ethanol content, but for composition
higher than xE = 0.4, the total vapour pressure as a func-
tion of yE approaches the curve for the composition of the
liquid until the azeotropic point. At the azeotropic point
the composition of the liquid is the same as the com-
position in the gas phase. The azeotropic point experi-
mentally observed is found at an ethanol mass fraction
wE = 95.5%, which corresponds to xE = 0.89 [3]. For
the simulated data, the azeotropic point is found at xE
= 0.73, which equals 87 wt% of ethanol in the mix-
ture. The model is therefore in agreement with experi-
mental data, as it predicts an azeotropic mixture for and
ethanol/water system, although at a slightly lower weight
fraction of ethanol. The inversion of the phase compo-
sition for ethanol concentrations above the azeotropic
composition can be observed for longer chain alcohol–
water mixtures, such as in the propan-2-ol-water system
[48].

In Figure 10, the solid black line corresponds to the
azeotrope xE = yE and the azeotropic composition of the
simulated ethanol–water mixtures is found at the inter-
section with this line. For the experimental curves, the
azeotrope is given by the composition where blue line
overlaps the black line.

5. Conclusion

Liquid–vapour equilibria of ethanol–water mixtures at
different ethanol mole fractions have been performed
by means of MD simulations using explicit polarisation.
Thermodynamic properties for two compounds such
as their activity or their activity coefficient in the liquid
phase were calculated and found to be in a reasonable
agreement with experimental values [14] when fitting
ethanol activities aE, dir. with Redlich–Kister equations
[43]. Polarisable force fields for ethanol and water allow
reproducing the liquid phase densities again in good
agreement with experiments [38], but provide higher
vapour phase densities and consequently higher vapour
pressure than observed experimentally. Analysis of
time-averaged density profiles and of radial distribution
functions provided structural information of the bulk
liquid phase and its liquid–vapour interface. It has been

observed that even at a low ethanolmole fraction, ethanol
molecules tend to accumulate at the liquid–vapour inter-
face due to their amphiphilic properties. Furthermore,
each ethanol molecule has between 1.6 to 1.8 water or
ethanol molecules as their closest neighbour in the first
coordination sphere at a ratio dependent on the mole
fraction. In addition, it has been shown that the statistics
of evaporation for bothmolecules at any composition can
be described by a previously introduced Poisson model.
The resulting amount of molecules in the gas phase and
the corresponding activities of the two species in the
liquid phase are higher than expected. This augmented
pressure originates from too weak intermolecular inter-
actions and the formation of an ethanol layer at the
interface, which acts as a barrier for evaporation. Thus,
the liquid–vapour equilibrium is not fully equilibrated.
However, fitting ethanol activities directly obtained from
simulations with the Redlich–Kister method associates
the Gibbs–Duhem relation and allows accessing activity
coefficients for the two compounds in the liquid phase.
Thus, the obtained activities are used to determine
the gas phase compositions and subsequently the total
vapour pressure of the gas phase as a function of the
compositions in different phases. This procedure mea-
sures an azeotropic point from simulation for a binary
mixture. The azeotropic composition is around 87% (in
mass fraction) relatively close to the experimental value
of 95%.

The osmotic equilibrium method as described previ-
ously [30] can be extended on phase diagram simula-
tions for binary mixtures. This method provides helpful
tools for calculating activity coefficients and binary phase
diagrams of mixtures. Furthermore, it should be kept in
mind that the osmotic equilibrium method is based on
a bottom-up multi-scale approach. This means that dif-
ferent force fields for the different species at an atomic or
molecular scalewill provide different results for the global
thermodynamic properties. It has been shown that the
method itself paves the way for future investigations for
accessing phase diagrams and interfacial properties of a
huge bandwidth of differentmixtures such as the complex
organic mixtures used in separation chemistry or even
ones containing charged compounds.
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Appendix. Variation of the activity

The standard deviation of the time-averaged amount of a
compound σ 〈Nα, i(x1)〉 is given by

σ 〈Nα,i(x1)〉

=

√√√√∫ tTot
tEq [Nα,i(t, x1)]2dt

tP
−

[∫ tTot
tEq Nα,i(t, x1)dt

tP

]2

.

(A1)

The standard deviation of the vapour phase density
σρα,i (x1) is obtained via a propagation of the standard
deviation

σρα,i (x1) = dρα,i(x1)
d〈Nα,i(x1)〉σ 〈Nα,i(x1)〉. (A2)

The variation of the mean vapour phase density σρ̄α
(x1)

of a species α is given by the arithmetic mean of all j dif-
ferent runs

σρ̄α
(x1) =

∑i= j
i=1 σρα,i (x1)

j
. (A3)

The standard deviation of the activity in the liquid phase
σaα

(x1) depends on two independent variables ρ̄α(x1)
and ρ̄∗

α and their standard deviation. Thus, the standard
deviation of the activity σaα

(x1) is

σaα
(x1) = daα(x1)

dρ̄α(x1)
σρ̄α

(x1) + daα(x1)
dρ̄∗

α

σρ̄∗
α

= 1
ρ̄∗

α

σρ̄α
(x1) + ρ̄α(x1)

(ρ̄∗
α)2

σρ̄∗
α
. (A4)
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