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In this work we present ab initio calculations of the zero-field splitting (ZFS) of a

gadolinium complex[Gd(III)(HPDO3A)(H2O)] sampled from an ab initio molecular

dynamics (AIMD) simulation. We perform both post-Hartree-Fock (complete active

space self-consistent field - CASSCF) and density functional theory (DFT) calcula-

tions of the ZFS and compare and contrast the methods with experimental data. Two

different density functional approximations (TPSS and LC-BLYP) were investigated.

The magnitude of the ZFS from the CASSCF calculations is in good agreement with

experiment, whereas the DFT results in varying degree overestimate the magnitude

of the ZFS for both functionals and exhibit a strong functional dependence. It was

found in the sampling over the ab initio molecular dynamics (AIMD) trajectory that

the fluctuations in the transient ZFS tensor derived from DFT is not correlated with

that of CASSCF, nor does the magnitude of the ZFS from CASSCF and DFT cor-

relate. From the fluctuations in the ZFS tensor, we extract a correlation time of the

transient ZFS which is on the sub-picosecond time scale, showing a faster decay than

experimental estimates.

a)Electronic mail: odelius@fysik.su.se; http://www.fysik.su.se/˜odelius/
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I. INTRODUCTION

Gd(III) complexes are efficient contrast agents for magnetic resonance imaging(MRI) due

to the fact that they enhance the longitudinal and transverse relaxation rates of neighboring

protons in solution1–3. The drastic effect of electron spin relaxation on the reduction of para-

magnetic relaxation enhancement(PRE) of nuclear relaxation was first explained by Bloem-

bergen and Morgan4. The relaxation can be described by solving for the time-evolution of

the electron spin, with a spin Hamiltonian containing a Zeeman term, describing the inter-

action with the external magnetic field, and a ZFS term, related to the electronic structure

and molecular structure around the paramagnetic center. The electron spin relaxation in

Gd(III) is essentially driven by fluctuations in the ZFS, which is caused by second-order

effects of the spin-orbit coupling. Until the 1980’s the electron spin relaxation times (T1e

and T2e) were computed on the basis of the analytic Redfield equations, which relies on the

transient fluctuations in the zero-field splitting (ZFS)5, but it was discovered for the case

of Gd(III) that the average ZFS in the molecular frame (the static ZFS) plays a significant

role in influencing these relaxation times6,7. Therefore, to understand electron spin relax-

ation completely, both the static ZFS and instantaneous deviations from the static ZFS (the

transient ZFS) need to be investigated.

The ZFS spin Hamiltonian of the octet ground state of the Gd(III) complex is described

by an approximate 2nd order expression:

HZFS = Ŝ · ¯̄D · Ŝ (1)

in which ¯̄D is the zero field splitting tensor and Ŝ is the electron spin angular momentum

operator. For the octet state in Gd(III), higher (4th and 6th) order terms can contribute,

but are neglected in the ZFS spin Hamiltonian in Eq. 1.

In the treatment of the ZFS, we need to consider three reference frames. The laboratory

frame (L), in which the external magnetic field is applied. The ZFS in the laboratory

is modulated by reorientation of the Gd(III) cluster, whose structure defines a molecular

frame (M). The ZFS calculations presented below will be performed in the molecular frame.

Finally, since ¯̄D is a symmetric traceless tensor it is convenient to determine the principal

axis frame (P), in which the tensor is diagonal and can be described by its cylindrical D

and rhombic E components.
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Ĥ
(P )
ZFS = D[Ŝ2

z −
1

3
S(S + 1)] + E[Ŝ2

x − Ŝ2
y ]. (2)

The D and E parameters are extracted from the diagonal elements of the ¯̄D tensor in the

principal axis frame:

D = D(P )
zz −

1

2
(D(P )

xx +D(P )
yy ) =

3

2
D(P )

zz ,

E =
1

2
(D(P )

xx −D(P )
yy ),

(3)

where the Cartesian components are defined to fulfill 0≤ E/D ≤1/3, thus making D the

dominant contribution. The ZFS in the molecular frame is modulated both by variations in

the magnitude of the D and E components and by reorientation of the principle axis frame

relative to the molecular frame.

We will employ the conventional method of dealing with the total ZFS in the molecular

frame (M), as described above, by dividing it into two parts: the static ZFS, which is the

time-average of the ZFS Hamiltonian, and the transient ZFS, describing the instantaneous

deviation from the static spin Hamiltonian. Therefore, the total ZFS Hamiltonian can be

described as a summation of the two terms.

Ĥ
(M)
ZFS(t) = Ĥ

(M)
ZFS,static + Ĥ

(M)
ZFS,trans(t) (4)

The time-dependent transient tensor is obtained by subtracting the static ¯̄Dstatic tensor from

each element of the instantaneous ¯̄D tensor:

¯̄Dtrans =


d11 d12 d13

d21 d22 d23

d31 d32 d33

 (5)

Parameters extracted from each of the two terms in Eq. 4 can subsequently be used as a

basis for describing both electronic spin relaxation and nuclear spin relaxation. A common,

simple expression for the longitudinal electron spin relaxation rate has been proposed by

Belorizky and Fries8:
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Here, the symbol ∆S stands for the magnitude of the static ZFS, defined as:

∆S =
√

2/3D2
S + 2E2

S (7)

which can be extracted in the molecular frame from the ¯̄D tensor.

The static contribution ∆S is calculated from the principal frame DS and ES of the

mean tensor (averaged in the molecular frame). The corresponding transient contribution

∆T is originally introduced in the so-called pseudo-rotation model9,10, where the distortions

of the complex are assumed to yield a ZFS of constant magnitude and variable orientation

of its principal axes. The symbol τ2 denotes the rotational correlation time for the rank-2

spherical harmonics of the complex and τv refers to a corresponding correlation time for the

reorientation of the principal direction of the transient ZFS. In turn, τ2 can be related to the

rotation diffusion constant through τ2 = 1/(6DR). Finally ω0 is the electron spin Larmor

frequency. The relation between the ∆T and the elements of the matrix in Eq. 5 has been

discussed in our earlier work11,12.

Notice that we will consistently use the D and E parameters for the total ZFS in the

principal axis frame of the ¯̄D tensor. whereas DS and ES refer to the ¯̄Dstatic tensor and DT

and ET to the ¯̄Dtrans tensor. All of which, might have independent principal axis frames.

Dynamical simulations when used in combination with quantum chemical computations

become a powerful tool to probe both static and time-dependent properties of molecules. A

combined approach makes it possible to extract both ¯̄D
(M)
static and ¯̄D

(M)
trans(t), the reorientation

of the molecular frame and correlations with molecular degrees of freedom. If accurate

simulations are performed with sufficient sampling, we can acquire all information needed to

model both the electron spin relaxation and the nuclear spin relaxation from first principles.

In the nineties, a few attempts of first principle derivation of spin relaxation were per-

formed for aqueous Ni(II)11,12 combining classical molecular dynamics (MD) and a simple

ab initio method for calculation of the ZFS, where time correlation fluctuations in the ZFS

were reported. Later a model was developed for electron spin relaxation13 through studying

the fluctuations of the transient ZFS, obtained from solving the Smoluchowski equation for

diffusion. More recently, AIMD simulations and density functional theory (DFT) calcula-

tions have been performed on aqueous Ni(II)14–17 to report on the dynamical characteristics

of the ion in solution and its paramagnetic shielding parameters. Furthermore, the same

group has also performed complete active space self-consistent field (CASSCF) based studies
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to report on the paramagnetic shielding parameters of Ni(II) and other magnetic centers18.

An investigation of gadolinium 1,4,7-tris(carboxymethyl)-10-(2’-hydroxypropyl)-1,4,7,10-

tetraazacyclo-dodecane [Gd(III)(HPDO3A)(H2O)] based on structures sampled from ab ini-

tio molecular dynamics(AIMD) and transient ZFS calculated with DFT was performed by

Lasoroski et al.19. In their work they showed that the transient ZFS matrix elements dij

had nearly Gaussian distributions over the trajectory and were pairwise uncorrelated. The

[Gd(III)(HPDO3A)(H2O)] complex is presented in Fig. 1. They also showed that the static

ZFS was primarily influenced by an extended ligand (in exchange for the attached water

molecule as shown in Fig. I) and that the correlation time and frequency from the transient

contribution were not greatly effected by the elongation of the ligand. However, the DFT

calculations resulted in a magnitude (∆S) of the static ZFS that deviated from experimental

estimates20.

FIG. 1. A schematic picture of gadolinium 1,4,7-tris(carboxymethyl)-10-(2’-hydroxypropyl)-

1,4,7,10-tetraazacyclo-dodecane[Gd(III)(HPDO3A)(H2O)] contrast agent showing the 9-fold co-

ordination around the Gd(III) ion.

The current paper is an extension of the work by Lasoroski et al.19 by using configura-

tions from the same trajectory and performing the ZFS calculations with post-Hartree-Fock

methods (CASSCF), which have been shown to provide static ZFS parameters that are more

reliable than those from DFT21. The current paper also investigates the relationship be-

tween the ZFS obtained from CASSCF calculations and from DFT calculations, where the
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latter were reproduced using the same methodology as in the previous study19. The paper

is organized as follows: First a test for basis sets was performed, by comparing QZVP and

TZVP for a limited sampling of the complex and thereby establish the stability of the results

from the CASSCF calculations. Next, the fluctuations in the splitting of the octet ground

state in the Kramer doublet energy levels and the evolution of the D parameter over time

are presented and contrasted to DFT results followed by the distributions for the static and

transient ZFS parameters. The time correlation functions of the transient ZFS are presented

for both CASSCF, DFT and compared to the previous computations. Finally, a discussion

on the accuracy of DFT versus CASSCF is given. We evaluate whether long-range corrected

functionals in DFT provide more reasonable static properties, an investigation motivated by

them being computationally much more economical than post-Hartree-Fock methods. The

results refer to the CASSCF method unless mentioned otherwise.

II. COMPUTATIONAL AND THEORETICAL DETAILS

All ZFS calculations were carried out using the ORCA software22 version 3.3. The AIMD

trajectory configurations utilized for this study were the same as used in the previous study

by Lasoroski et al19, consisting of a single Gd(HPDO3A)(H2O) complex in a 15.4 Å cubic box

with 98 solvent water molecules. The configuration space sampling consisted of 4 blocks(90x4

snapshots) of 0.57 ps each. The details of the simulation have been extensively described in

the previous investigation19.

Calculations of lanthanide complexes require an accurate description of relativistic effects.

To do this there are two methods that can be employed, an all-electron relativistic treatment

or an implicit treatment of the inner electron shell, by inclusion of relativistic effective core

potentials or pseudo-potentials. Here we use an explicit all-electron relativistic method that

utilizes the Douglas-Kroll-Hess(DKH)23 formulation and atomic mean field integrals24 for

the CASSCF runs with the subsequent inclusion of spin-orbit coupling. The CAS space

consisted of 7 electrons active over 7 orbitals, which acquire 4f character. The CASSCF

calculations were state-averaged over the ground octet state and 48 excited sextet states,

and then the spin-orbit coupled matrix over the pure multiplicities was diagonalized to

produce the final complex states and the ZFS of the octet ground state.

For choice of basis set we ran tests on a limited sampling from snapshots of the AIMD
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using the QZVP25 and def2-TZVPP26 basis sets on the ligands. The SARC-DKH27 basis

was incorporated on the central Gd(III) ion. The comparison of the splitting of the energy

levels of the highest and lowest ground state energy produced from each of these basis sets is

shown in Appendix VI. After evaluating the def2-TZVPP results against the QZVP results,

the def2-TZVPP basis sets were eventually used for all the calculations on the ligand atoms.

Another test that was performed was the accuracy of using auxiliary basis sets (QZVP/j and

def2-TZVPP/j) with the RIJCOSX28 approximation and the results varied quite significantly

so that use of auxiliary basis sets was deemed unreliable for calculations of ZFS parameters

within the CASSCF method.

For the DFT calculations the all-electron Zeroth Order Regular Approximation(ZORA)29

was used with the TPSS functional and the SVP basis set as described in the earlier study

by Lasoroski et al19. Furthermore for the direct comparison of ZFS from DFT with the

CASSCF method30 both Couple-Perturbed(CP)31 and Pederson-Khanna(PK)32 formalisms

were employed and the results described in this paper refer to the CP method. For further

investigations the long-range corrected LC-BLYP functional was used as well.

III. RESULTS AND DISCUSSION

A. Time evolution of the ZFS

In Fig. 2, we present the correlation between the octet Kramer doublet levels and the

D parameter for the CASSCF sampled over the AIMD trajectory. There is a nearly linear

relationship between the D parameter and the energy levels arising from the splitting of

the ground state. The limited influence of the rhombic E parameter is seen in the small

spread of the higher Kramer doublet levels. The clear correlation between the D parameter

and the splitting in the Kramer doublets is also taken as an indication of the validity of

the approximate ZFS spin Hamiltonian in Eq. 1. The relative splitting between the Kramer

doublets of the ground state octet determines the sign of the D parameter. In this case it

forms a negative D parameter. The values of D vary from -0.10 cm−1 to -0.02 cm−1, and the

splitting of the highest ground state octet varies from 0.40 cm−1 to 1.20 cm−1. Fig. 3a shows

the splitting of the ground state octet energy levels and Fig. 3b shows the D parameter evolve

over a single block of 0.57 ps. For the D parameter the results from the DFT calculation
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are also shown. There is a very weak correlation between the variations in the D parameter

from CASSCF and DFT as can be seen in Fig. 3b, in the occurrence of particularly large

amplitude crests and troughs, but otherwise the correlation is negligible. Fig. 4 shows the

distribution of the D parameter and the E parameter from the CASSCF calculations over the

entire trajectory consisting of four blocks, each of 0.57 ps. We observe a significant spread

in magnitude of the cylindrical D parameter, but the rhombic E component is generally

small. In Fig. 5, a sampling of the orientation of the principal axis system is presented.

It shows that the cylindrical component D of the total ZFS tensor (corresponding to the

eigenvalue of largest magnitude D
(P )
zz ) is related to an eigenvector which exhibit considerable

orientational fluctations around a direction approximately in the plane of nitrogen atoms.

The eigenvectors corresponding to D
(P )
xx and D

(P )
yy reorient even more since the tensor is

closely cylindrical.
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FIG. 2. Relationship between the D parameter(x-axis) and the relative energies of Kramer doublet

ground state energy levels(y-axis)

B. Comparison between DFT and CASSCF of the transient ZFS

In Fig. 6, we plotted the correlation of the CASSCF and DFT results of each dij element in

the ¯̄Dtrans tensor. The magnitude of the CASSCF and DFT results clearly differs, but more

importantly only some of the dij element show any correlation between the two methods.

Hence, assuming that the CASSCF results are more trustworthy, the DFT method using
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FIG. 3. Time evolution of the splitting of the octet ground state into Kramer doublets using

CASSCF(left) and evolution of the D parameter using CASSCF and DFT(right) sampled along

the AIMD trajectory for the hydrated [Gd(III)(HPDO3A)(H2O)].
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FIG. 4. Distribution of ZFS parameters D and E sampled over the AIMD simulation.

the TPSS functional is not reliable for studying the molecular origin of fluctuations in the

ZFS Hamiltonian and for establishing the basis for spin dynamics simulations. Comparing

the dij elements of CASSCF with the PK method gives a Pearson coefficient of 0.078 and

a 2-tailed p-value of 0.15. The Pearson value allows us to see how two sets of data are

correlated, the value 1 being perfect linear correlation , -1 being anti-correlation and 0 being

no relationship at all. The same is true for the CP method, as is shown in Fig. 6 there is

only a weak correlation for some of the components. Therefore, as far as the ¯̄Dtrans tensor

is concerned there is no correlation between the two methods under the given conditions.

From the comparison in Fig. 7 of the D parameter between CASSCF and the TPSS
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FIG. 5. The eigenvectors corresponding to the largest component (D
(P )
zz ) of the principal axis

system of the total ZFS tensor are superimposed for 10 AIMD configurations. The average orien-

tation of the complex is that of Fig. 1, viewed from a direction normal to the plane of nitrogen

atoms.

functional using DFT we see that the values range from -0.12 cm−1 to -0.28 cm−1 in the

case of the TPSS functional and from -0.02 cm−1 to -0.10 cm−1 in the case of CASSCF. The

static values using CASSCF and DFT are shown in Table I. The DS and ES of the static

ZFS tensor does not necessarily correspond to the means of the distributions of D and E,
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TABLE I. Static ZFS parameters in cm−1 of Gd(HPDO3A)(H2O)−

DS ES/DS ∆S [rad s−1]

CP-TPSS∗ -0.296 0.087 4.60×1010

PK-TPSS∗ -0.200 0.093 3.12×1010

LC-BLYP -0.069 0.182 1.12×1010

CASSCF -0.048 0.16 0.77×1010

Exp. 0.99×1010

∗Values obtained by Lasoroski et al.19

respectively. The static value from the DFT calculation using the TPSS functional gives

-0.296 cm−1 and CASSCF gives a static value of -0.048 cm−1 and an average E/D value of

0.16. For CASSCF, the magnitude of the static ZFS (∆S) gives a value of 0.77 x 1010 rad

s−1 compared to the experimental value of 0.99 x 1010 rad s−1. In comparison the TPSS

method predicted a value of 4.6 x 1010 rad s−1.

It has been suggested that long-range functionals provide better magnetic properties33.

These functionals separate the electron-electron interaction into two parts, the long-range

and the short-range34,35 We used the LC-BLYP functional on a single block of 0.57 ps

and computed the ZFS values for 90 snapshots. The DS parameter of the static ZFS was

significantly improved from -0.296 cm−1 (for TPSS) to -0.069 cm−1(for LC-BLYP) compared

to the CASSCF value of -0.048 cm−1. However, there is still little correlation between

CASSCF and any of the DFT approximations as can be seen from Fig. 7b , which indicates

that none of the DFT approximations captures the correct physics.

C. The Distributions of the transient ZFS

Apart from the reorientation of Gd(III) complex and the associated modulation in the

static spin Hamiltonian Ĥ
(L)
ZFS,static, the variations in magnitude and orientation due to fluctu-

ations in the time-dependent transient contribution Ĥ
(M)
ZFS,trans(t) control the spin dynamics.

Fig. 8 shows the distribution of the individual dij components of the ¯̄Dtrans matrix for the

CASSCF calculation sampling configurations over the four blocks. The CASSCF results are

an order of magnitude smaller than the DFT results presented in the study of Lasoroski et
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FIG. 6. Correlation of transient dij matrix elements from CASSCF and DFT calculation sampled

over the AIMD simulation.
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with configurations taken from a single block of 0.57 ps compared to the corresponding CASSCF

geometries.

al19, but also display roughly Gaussian distributions. The elements are symmetric dij = dji
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by necessity, hence only dij for j ≥ i are displayed. However, the CASSCF results, presented

in Fig. 8 in our study are less uniform than the DFT results presented by Lasoroski et al19.

For example, the elements d11 and d22 show broader distributions than the other elements

in the transient ¯̄D
(M)

trans tensor. This is influenced by the limited sampling of course, but

is also related to the fact that we are studying the tensor in the molecular frame of the

[Gd(III)(HPDO3A)(H2O)] complex, in which there might be orientational dependences.
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FIG. 8. Distribution of the dij components of the DZFS,trans for the CASSCF calculation sampling

configurations over the AIMD simulation(Top: d11, d12, d13. Bottom: d22, d23, d33)

D. Correlations in the transient ZFS matrix elements dij

Fig. 9 shows the correlation between individual elements of the ¯̄Dtrans matrix. There is

clearly more of a correlation between some of the individual dij elements for the CASSCF

results than for the TPSS functional in DFT, where the largest Pearson value obtained was

-0.4 for the elements (d11,d22).

For CASSCF the diagonal elements (d11, d22) and (d22, d33) exhibit a linear correlation.

This seems to be due to the fact that the transient matrix element d33 remains close to

a value of 0. Since the ZFS tensor is traceless, there is a correlation in (d11, d22) which

compensates for the nearly vanishing d33. The Pearson values for (d11, d22), (d11, d33) and
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(d22, d33) are 0.55, -0.51, -0.70, respectively. The remaining pair-wise correlations of dij

elements show a Pearson value below 0.4. The much smaller magnitude of the fluctuations

in the CASSCF results as compared to the DFT results, using the TPSS functional, is also

apparent.
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FIG. 9. Pair-wise correlations between different transient dij components of the matrix ¯̄Dtrans

for the CASSCF calculations(black dots), and for DFT calculations(red dots) sampling over the

AIMD simulation and using the same DFT parameters as in Lasoroski et al.19.
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E. Time correlation functions of the fluctuations in the ¯̄Dtrans(t) tensor

From the time correlation function (TCF) of the ¯̄Dtrans(t) tensor, we can calculate a

characteristic time-scale of the fluctuations modulating the spin dynamics. A way to improve

the statistics is to assume that dij elements are uncorrelated, despite the results of the

counterpart presented above, and average over the TCFs of the individual matrix elements,

C(t). The average of the normalized auto-correlation function has been computed using the

nine coefficients of the transient ZFS:

C(t) =
1

9

∑
i,j

〈dij(0)dij(t)〉
〈dij(0)dij(0)〉

(8)

We also included the full TCF by using the equation:

C(t)full =
〈
∑

i,j dij(0)dij(t)〉
〈
∑

i,j dij(0)dij(0)〉
(9)

Fig. 10 shows C(t) derived from the CASSCF and DFT results differ, apart from the initial

decay which occur on a similar time-scale. There is a slight discrepancy between our CP-

TPSS results and those obtained from Lasoroski et al. due to the fact that we used 4

blocks rather than 5 blocks of data for our analysis. However beyond 0.1 ps the CASSCF

and DFT curves differ. We can fit our CASSCF data to an oscillatory and exponentially

decaying curve of the form exp(-t/τc)cos(2πνt) which gives a correlation time, τc of 63.8 fs

and characteristic frequency ν of 199.5 cm−1.

This correlation time is shorter than that anticipated from the CP method using the

TPSS functional which gives a correlation time and frequency of 95.3 fs and 171.82 cm−1

as computed by Lasoroski et al.19, but falls on the same scale of values. Furthermore, the

error bars for the CASSCF are rather large as can be seen in the figure so the correlation

time obtained from the DFT computations could easily be justified. But we need to keep in

mind the CASSCF and DFT are only weakly correlated, so the physical meaning of the DFT

results might be questioned. To conclude the investigations of the fluctuations in the ZFS,

we also calculated TCFs of the instantaneous deviation in the D parameter. Hence, we are

investigating the fluctuations in the D parameters of the total ZFS, as a means to separately

study only the fluctuations in the magnitude of the ZFS, without contributions from the

reorientation of the principal axis system (P). Notice, however that this is not identical to

fluctuations in magnitude of the transient ZFS, since the principal axis frames of the ¯̄D and
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¯̄Dtrans tensors do not necessarily coincide. In Fig. 11, we present the normalized TCF of

the deviation in the D parameter. We found that the TCF for the rhombic terms and the

cross-terms between the rhombic and axial contributions were zero within the error margins.

A fitting of the TCF in Fig. 11 using the curve exp(-t/τc)cos(2πνt), gives a correlation time,

τc of 61.7 fs and characteristic frequency ν of 222.1 cm−1, which shows that the decay of

X(t) is on the same scale as C(t).
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FIG. 10. (a) Time correlation function C(t) of the transient ZFS tensor, as defined in Eq. 8.

The labels CASSCF(black solid) and DFT(red dashed) refers to calculations in the present study

and DFT[Lasoroski JCP 2014](blue dotted) is reproduced from Fig. 5 in Lasoroski et al.[19] (b)

Comparison of C(t) and C(t)full, as defined in Eqs. 8 and 9.

IV. DISCUSSION

The phenomenon of paramagnetic relaxation enhancement of nuclear spins around

Gd(III) contrast agents is to a large extent dominated by relaxation of the electronic spin,

which interacts strongly with the nuclear spins. The electronic spin relaxation is influenced

by both the static and transient ZFS, through four main parameters: ∆S(magnitude of

the static ZFS), ∆T (magnitude of the transient ZFS), τ2(correlation time of the Brownian

rotational motion of the complex) and τv(correlation time of the transient ZFS)(compare

Eq. 7). Until now, most of the literature derives its information on electronic relaxation

indirectly, through nuclear magnetic relaxation dispersion (NMRD) experiments36–41. The
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the standard error.

derivation of these parameters and fitting of the data usually has several assumptions and

so must be approached with a bit of caution. Therefore, it is essential to gather accurate

qualitative information on the values associated with the ZFS from first-principles. In our

study we assessed some of the paramagnetic parameters using both CASSCF and DFT.

In particular a better approximation of experimental values of the static ZFS was derived

from the CASSCF method which is on the same scale as experiment whereas the TPSS

functional in DFT is off by a factor of 10. From our CASSCF calculation, the correlation

time of the transient ZFS obtained was on the sub-picosecond time scale, shorter than those

derived from experimental data. However, it must be noted that there was a higher corre-

lation between the individual elements of the dij matrix in the case of CASSCF. The faster

time scale also leads to the conclusion that electron spin relaxation in Gd(III) complexes is

largely modulated by the much slower rotation of the static contribution. The dynamics of

the transient ZFS indeed can be modeled by a Gaussian process as concluded by Lasoroski

et al19. Moreover, it was found that across the AIMD snapshots there is little correlation

between the elements of the transient ZFS between CASSCF and DFT. There is only a weak

correlation between CASSCF and DFT when it comes to the D parameter. It is important

to notice that the time constants are similar between DFT and CASSCF, since the under-

lying MD is the same, but that this choice of DFT is not well correlated with CASSCF.
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Due to the lack of agreement of any of the DFT methods with the CASSCF results, it is

not meaningful in the present study to evaluate the Couple-Perturbed(CP)31 and Pederson-

Khanna(PK)32 formalisms against each other. For a discussion about the deficiencies within

each of the DFT methods we refer to the paper by Lasoroski et al.19.

By using the LC-BLYP functional we were able to obtain a static DS parameter that was

much closer to the results from CASSCF and derived from experiment. However, the ZFS

as computed using the LC-BLYP functional is not correlated with the CASSCF method.

This shows that further combined studies of the ZFS of gadolinium complexes with both

CASSCF and DFT are necessary to establish accurate and yet computationally economical

methods for ZFS calculations. For extensive ZFS sampling, we require methods which are

as efficient as DFT which can handle tens of thousands of configurations. On the other

hand, methods such as CASSCF are more reliable and important for evaluating different

approximations which allow for extensive sampling. Therefore, when both methods are used

in tandem one can get an accurate estimation of the level of error that one is facing in each

step of the process.
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