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Recent transport experiments in the cuprate superconductors linked the opening of the pseu-
dogap to a change in electronic dispersion [S. Badoux et al., Nature 531, 210 (2015)]. Transport
measurements showed that the carrier density sharply changes from x to 1 + x at the pseudogap
critical doping, in accordance with the change from Fermi arcs at low doping to a large hole Fermi
surface at high doping. The SU(2) theory of cuprates shows that antiferromagnetic short range
interactions cause the arising of both charge and superconducting orders, which are related by an
SU(2) symmetry. The fluctuations associated with this symmetry form a pseudogap phase. Here
we derive the renormalised electronic propagator under the SU(2) dome, and calculate the spectral
functions and transport quantities of the renormalised bands. We show that their evolution with
doping matches both spectral and transport measurements.

Introduction — Two of the most striking features of
cuprate superconductors are their enigmatic pseudogap
phase [1, 2] and how they evolve from a Mott insulator to
a correlated metal with doping. Both features have been
widely studied during the last thirty years [3–12] and
many scenarii have been proposed to explain the physics
of cuprate superconductors, based on antiferromagnetic
fluctuations [3, 13, 14], strong correlations [5, 15, 16], loop
currents [17, 18], emergent symmetry models [19, 20] and
particle-hole patches [21, 22].

Recent transport experiments at high magnetic field in
YBCO [23], Nd-LSCO [24] and LSCO [25] showed that
these two features are intrinsically linked. Hall coeffi-
cient and resistivity measurements indeed yielded a sharp
change of the carrier density at the pseudogap critical
doping x∗, from x at low doping to 1 + x at high dop-
ing [23–25]. Resolving the difference between this critical
doping and others, such as the one corresponding to the
Fermi surface reconstruction caused by the arising of the
charge density wave phase, was made possible by the use
of samples with adjacent dopings [23–26].

At low doping (x < x∗), this change in carrier den-
sity is consistent with ARPES experiments which show
small Fermi arcs corresponding to x carriers per unit cell
[27]. At high doping (x > x∗), the carrier density de-
pendence is in agreement with the quantum oscillation
measurements which find a large hole Fermi-surface en-
closing a 1+x volume, in agreement with band structure
calculations [28, 29].

Several models have been suggested to explain this
change in the carrier density. Some are based on strong
coupling or topological order [30], which give small Fermi
pockets at low temperature which enlarge when temper-
ature rises. Other are based on long-range fluctuations,
either superconducting [31, 32], antiferromagnetic [33–
35], or related to a charge density wave order [36] which
yield a large Fermi surface gapped at low temperature.
Here we discuss a theory related to the second category,
where the fluctuations ensue from the emergence of an

SU(2) symmetry between the charge and superconduct-
ing operators [22].

In this letter, we study electronic transport and spec-
tral functions in the SU(2) theory for cuprate supercon-
ductors. We first derive the electron propagator in the
pseudogap phase, and then use it to calculate resistivity,
Hall resistivity, and spectral functions. Our results agree
with both spectral [37] and transport [23] measurements.

SU(2) theory — The short-range antiferromagnetic
model (t-J), widely studied in the context of high-
temperature superconductivity [5], was recently used as
the basis of a theory of the pseudogap [22]. Decoupling
the antiferromagnetic interaction term in the charge and
superconducting channels yields two corresponding order
parameters. In the strong coupling (large J) limit, these
two order parameters were shown to be related by an ex-
act SU(2) symmetry on a line of the Brillouin zone which
goes through the hot spots. This generalises some earlier
work derived from the spin-fermion model and limited to
the hot spots [38]. The conservation of this SU(2) sym-
metry leads to fluctuations, whose interaction with the
fermions opens a gap in the antinodal region of the Bril-
louin zone. It is important to note that this derivation
does not rely on the presence of a quantum critical point
in the phase diagram of the cuprates. This SU(2) the-
ory of the pseudogap has been shown to elucidate many
characteristics of the cuprate superconductors, including
Raman scattering [39], fixed-doping ARPES [40] and in-
elastic neutron scattering [41] responses, as well as the
strange metal behaviour [22].

The composite order parameter corresponding to this
SU(2) order is a 2× 2 matrix:

b

(
χ ∆
−∆∗ χ∗

)
where |χ|2 + |∆|2 = 1

with χ the charge order parameter, ∆ the superconduct-
ing order parameter and b the SU(2) phase [22]. Note
that this order parameter is intrinsically not abelian. It
is SU(2)-symmetric, meaning that there exists a set of op-
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FIG. 1: Top: evolution of the spectral functions at zero fre-
quency with doping. Note that because the renormalised
bands are symmetrical with respect to zero energy, both spec-
tral functions are equal at zero frequency. We therefore only
plot one of them. Bottom: self-energy diagram for the renor-
malisation of the fermionic propagator. The straight lines are
bare electron lines, while the wiggly line is the SU(2) fluctu-
ations line.

erators forming an SU(2) algebra under which this com-
posite order parameter is invariant [22].
Derivation of the self-energy — Expanding the action

of the short range antiferromagnetic model linearly for
small SU(2) fluctuations, one obtains an effective non-
linear σ-model [22]. The effective action for the electrons
is obtained by integrating out the SU(2) fluctuations in
this model [22]:

Sfin =− 1

2
Tr

∑
k,k′,q,q′,σ,σ′

σσ′
〈

∆†kq∆k′q′

〉
Q

× ψ†k+q,σψ
†
−k+q,σ̄ψ−k′+q′,σ̄′ψk′+q′,σ′ (1)

where k, k′, q and q′ are combined momentum and fre-
quency indices, σ and σ′ are spin indices and ψ† is the
electron creation operator. One can simplify [22]:〈

∆†kq∆k′q′

〉
Q

= δq,q′π
s
kk′q (2)

where πskk′q is the SU(2) fluctuations propagator:

πskk′q = M0,kM0,k′
π0

J0ε2 + J1(v · q)2 − a0
(3)

where q = (q, ε), π0, J0 and J1 are coefficients, v is the
Fermi velocity, and a0 is a mass term. Inputting this in
equation (1) gives the expression for the self energy:

− Σ(k) =
1

2

∑
q,σ

πskkqG
0
−k+q,σ̄ (4)

where G0 is the free electron propagator. This self-energy
corresponds to the diagram in figure 1. Approximating
the sum by its low momentum and frequency contribu-
tion yields:

Σ(k, ω) = B
M2

0,k

iω + ξk
(5)
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FIG. 2: Top: evolution of the gap BM2
0,k with doping in

a quarter of the Brillouin zone. The color blue is for zero.
Bottom: gap on the Fermi surface with respect to the d-wave
factor. A pure d-wave gap would be strictly linear.

where B is a parameter, k = (k, ω) and ξk is the free elec-
tron dispersion. The renormalised electronic propagator
therefore is:

G(k, ω) =
1

ω − ξk −B
M2

0,k

ω+ξk

(6)

Let us note that this is very close to the form obtained
in simpler forms of the SU(2) theory [39], the main dif-
ference being that in the latter case the denominator of
the self-energy is ω−ξ2pF (k)

, where pF (k) is a wave vector
dependent ordering vector. Close to the Fermi surface,
ξ2pF (k)

' −ξk, which makes these two models consistent.

Methods — Separating the renormalised propagator
(equation (6)) in simple elements gives us the expressions
for the renormalised bands:

E±(k) = ±
√
ξ(k, x)2 +BM2

0,k (7)

and corresponding spectral functions:

A±(k, ω) =
1

π

W±(k)Γ±(k)

(ω − E±(k, x))
2

+ Γ±(k)2
(8)

where the spectral weights are given by:

W±(k) =
1

2

1± ξ(k, x)√
ξ(k, x)2 +BM2

0,k

 (9)

and Γ± is the scattering rate of each renormalised band.
We follow previous works [34, 42, 43] and neglect the
scattering between the two renormalised bands. The lon-
gitudinal and transverse resistivities are given by [42]:

σ±xx = −2πe2

V N

∑
k

(
v±x (k)

)2 ∫
dω
∂f(ω)

∂ω
A±(k, ω)2 (10)
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FIG. 3: Hall resistance in volume units with respect to tem-
perature in Kelvin per units of t0, for a range of hole dopings.

σ±xy =
4π2e3

3V N

∑
k

v±x (k)

(
v±x (k)

∂v±y (k)

∂ky
− v±y (k)

∂v±y (k)

∂kx

)
×
∫
dω
∂f(ω)

∂ω
A±(k, ω)3 (11)

The integral over frequency can be simplified using the
standard approximation [44]:

∫ ∞
−∞

dω

(
Γ±(k)

(ω − E±(k))
2

+ Γ±(k)2

)2

=
π

2

1

Γ±(k)
(12)

which gives:

σ±xx =
e2

V N

∑
k

(
v±x (k)

)2 W±(k)2

Γ±(k)

βeβE
±(k)(

eβE±(k) + 1
)2 (13)

We generalise this approach to the cubic case and obtain:

σ±xy =− e3

2V N

∑
k

v±x (k)

(
v±x (k)

∂v±y (k)

∂ky
− v±y (k)

∂v±y (k)

∂kx

)

× W±(k)3

Γ±(k)2

βeβE
±(k)(

eβE±(k) + 1
)2 (14)

These expressions allow us to calculate the Hall resistance
[42]

RH =
σ+
xy + σ−xy(

σ+
xx + σ−xx

)2 (15)

We parametrize the symmetry breaking coefficient in
the free energy using a smooth step function:

M2
0 =

1

e
30∗

(
∆ξk

∆SU2

)2
−0.02

+ 1

(16)

where ∆SU2 is the magnitude of the gap and ∆ξk =
1
2 (ξk − ξk+Q) is the SU(2) symmetry-breaking disper-
sion, or SU(2) line. The SU(2) wave vector Q0 is chosen
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FIG. 4: Hall number with respect to doping (blue). The ex-
perimental values from [23] (orange) and the low-doping and
high-doping asymptotes (black) are also plotted for reference.
Note that x∗ = 0.2.

as the vector between the two closest hot spots, following
previous studies [22]. We set M0 to zero when smaller
than one hundredth. If ∆ξk is zero, the SU(2) symme-
try is conserved, M2

0 = 1, and hence the gap is open.
Conversely, if the SU(2) symmetry is broken, ∆ξk is fi-
nite, and the gap is small. This is consistent with the
fact that the SU(2) fluctuations can only be strong if
this symmetry is not broken. The ∆SU2 parameter rep-
resents the magnitude of the pseudogap order parameter
in the SU(2) theory and was parametrised by:

∆SU2 =

(
1

e(x−0.175)×170 + 1
− 0.018

)
× 0.58 (17)

For consistency we also set B = ∆SU2. We use Γ± =
0.01× t0, and set x∗ = 0.2. We use the electronic disper-
sion used in a previous work [34], and shown to properly
replicate the doping dependence of the Hall number for
x > x∗.
Results — We calculated the magnitude of the gap

B×M2
0 over the Brillouin zone and on the Fermi surface

(Figure 2). The gap opens along the SU(2) line, as found
previously [22]. The SU(2) line crosses the Fermi surface
at the hot spots, consequently of our choice of ordering
wave-vector. The gap opens in the antinodal zone and is
closed in the nodal zone. It gets both thinner and smaller
in magnitude with rising doping and finally vanishes at
the critical doping. This can be compared with ARPES
data which showed that the pseudogap was closed in the
nodal zone [37]. Our data fits qualitatively these exper-
imental results, unlike methods based on a pure d-wave
gap (i.e. a gap linear in the d-wave factor).

The spectral functions of the two renormalised bands
at zero frequency were calculated using equation (8) (Fig-
ure 1). The dispersion in the denominator of the self-
energy (equation (4)), which corresponds to the disper-
sion of the SU(2) fluctuations bosonic mode, is the op-
posite of the bare electronic dispersion. The self-energy
therefore diverges on the Fermi surface. This also means
that the renormalised bands are equal to each other up
to a sign, and therefore the spectral functions at zero
frequency are equal. Consequently, we only plot one of
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them. The absence of gap in the nodal region causes the
formation of a Fermi arc around the nodal point. This
Fermi arc gets larger with larger doping, until it forms
the whole Fermi surface at the critical doping x∗. The
gap remains open at the hot spots for x < x∗, and closes
close to the Brillouin zone edge slightly before (see Sup-
plemental Material).

Using equations (13) and (14), we calculated the evo-
lution of the Hall resistivity with temperature (Figure 3).
For each doping, the Hall resistivity rises with decreasing
temperature and saturates at low temperature. This rise
is lower for higher dopings, and almost absent close to
the critical doping. Note that the calculation does not
reach absolute zero. This is due to the exponentials in the
expressions for resistivities growing larger than the com-
putational maximum. The zero-temperature Hall num-
ber nH = V/eRH (Figure 4) sharply changes from x to
1 + x close to the critical doping, in agreement with ex-
perimental measurements on YBCO [23] and Nd-LSCO
[24].

We compared these results to using a pure d-wave gap
such as the one used in previous studies [34]. Naturally,
because the dispersion of the bosonic mode is equal to mi-
nus the electronic dispersion, the gap opens everywhere
but at the nodal points. Therefore the Hall resistance di-
verges at low temperature (see Supplemental Material).
However one can measure the evolution of finite temper-
ature values of the Hall resistance with doping. Inter-
estingly, this displays a transition from x to 1 + x, in
fine agreement with experiments (see Supplemental Ma-
terial).

Discussion — Our calculation of the evolution of the
gap on the Fermi surface with doping closely resembles
ARPES data [37] (Figure 1). Indeed, measurement of the
photoemission gap above Tc found that a d-wave depen-
dence could not describe what was seen experimentally:
the gap is measured to be zero for a segment of the d-
wave factor which grows with doping, unlike a d-wave gap
which would be linear here. Experimental data then finds
a close-to-linear increase in the gap, followed by a satura-
tion at intermediate dopings [37]. Our data satisfactorily
fits experimental data at low and intermediate doping.
Indeed the saturation is not observed in the sample with
the lowest doping, but data points for a d-wave factor
larger than 0.8 have larger error bars and could fit a sat-
uration, knowing that this is precisely the d-wave factor
where we find a saturation. At high doping however, we
find a segment for which the gap is zero which is much
larger that in experiments. But this part of the experi-
mental data is more noisy and closer to zero which makes
us think that this could be due to experimental difficul-
ties. Indeed, this observation is in contradiction with the
length of the Fermi arc measured with ARPES, which
can be seen to be large in other studies when plotted on
the Brillouin zone [27], while the pseudogap is finite for
a d-wave factor as low as 0.5. Finally, the strength of
the gap at its maximum was measured to be about 50
meV at low doping, 40 meV at intermediate doping and

20 meV a high doping [37]. Our calculations reproduce
this trend, although the sharp drop of this maximum at
high doping has yet to be compared with experiments
very close to the critical doping. We therefore conclude
that our calculations are in agreement with d-wave-factor
resolved ARPES data [37].

Our calculations therefore yield the arising of Fermi
arcs, not Fermi pockets, in the pseudogap phase. This
seems to be in contradiction with the Luttinger sum rule,
which states that the volume of the Fermi surface is equal
to the number of carriers. Indeed, here this volume is ill
defined, since parts of its boundary have vanished. How-
ever the case of fluctuations gapping the Fermi surface
is specific and has been treated in the preformed pairs
model [31]. It was found that in this case the Luttinger
sum rule is satisfied for the free fermions bands. Our
situation is similar, except for the fact that phase fluctu-
ations are replaced with SU(2) fluctuations.

The Hall number is a measurement of the number of
carriers, and accordingly we find that the length of the
Fermi arcs has a similar evolution to it. This also means
that in order for the Hall number to reach the 1 +x line,
the gap has to close near the edge of the Brillouin zone,
in order to allow the formation of a second small Fermi
arc per quarter of the Brillouin zone, close to the zone
edge, separated from the first one by the two hot spots.
Here, this extra Fermi arc appears at dopings higher than
0.19 (see Supplemental Material).

The evolution of the Hall number depends on the
parametrisation of the gap, as in any phenomenological
model. The specific choices we made here correspond to
the measurements on YBCO [23]. However the fact that
this system goes from small Fermi arcs to a large hole
pocket does not rely on fitting. Only the width of the
transition can be tuned. We did not use, unlike many
other parametrisation of the pseudogap, a linear depen-
dence with respect to doping [34]. This linear depen-
dence does not fit experimental data, even in the studies
that use it. Indeed, the YRZ model with the published
linear pseudogap gives nH under the x line for x < 0.10
(see Supplemental Material). This does not challenge the
ability of the YRZ model to replicate experimental data,
but only stresses that, there too, a linear dependence of
the pseudogap in doping is inadequate.

The choice of ordering vector Q0 at the hot spots has
been made according to previous studies [22]. We did
however replicate the calculation for two other Q0 order-
ing vectors, one taken at the Brillouin zone edge, and
one linking two diagonally placed hot spots. The first
choice does not impact the calculations much, but the
second produces an early transition of nH , which reaches
the 1 + x line at x = 0.19 (see Supplemental Material).

Conclusion — It is striking that our results fit experi-
mental results corresponding both to transport and spec-
tral probes closely. Indeed they agree to a remarkable ex-
tent with two types of ARPES measurements: over the
Brillouin zone and resolved with respect to the d-wave
factor (Figures 1 and 2, respectively). They also quanti-
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tatively reproduce the evolution of the Hall number with
doping (Figure 4). These results are directly inferred
from the SU(2) theory of superconductors, which is de-
rived directly from a model of antiferromagnetism with
short-range coupling. This constrasts sharply with other
models used to replicate these experiments, which are
phenomenological theories of spin liquid states without
such a strong ground. Moreover, the SU(2) theory has
been shown to agree well with other experimental signa-
tures, such as details in energy-resolved ARPES spectra
[40] and in Raman scattering [39] and neutrons [41] ex-

periments. The agreement with such a wide range of
experiments is indeed encouraging.
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Supplemental material for: Evolution of spectral and transport quantities with doping
in the SU(2) theory of cuprates

1. d-WAVE GAP

We compared the results we obtained using the SU(2) gap based on the SU(2) symmetry-breaking term to a
standard d-wave gap used in previous studies [33, 34]

BM2
0,k =

[
3t0
2

(0.2− x) (cos(kx)− cos(ky))

]2

(S1)

Because the dispersion of the bosonic mode is the opposite of the electronic dispersion, the gap opens everywhere but
at the nodal point. Consequently, the Hall resistivity diverges at low temperature (Figure S1)

 0

 1

 2

 3

 4

 5

 0  0.02  0.04  0.06  0.08  0.1  0.12  0.14

R
H

e
/V

Temperature

0.14
0.15
0.16
0.17
0.18
0.19

FIG. S1: Hall resistance per volume unit with respect to temperature in units of t0/kB for a range of hole dopings.

One can however study the evolution of the Hall number at finite temperature. Interestingly, this evolution repro-
duces closely the one of the Hall number extrapolated to zero temperature in the Yang-Rice-Zhang model (Figure
S2).

2. OTHER CHOICES OF ORDERING WAVE VECTOR

Following previous work on the SU(2) theory of cuprate superconductors [22], we chose Q0 as the vector between
the two closest hot spots in the main text. Here we explore the consequences of making a different choice. We used
two different ordering vectors: the vector linking two points of the Fermi surface on the Brillouin zone-edge, and a
diagonal vector linking two hot spots.
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FIG. S2: Hall number at kBT = 0.05t0/kB for a d-wave gap with respect to doping (purple), and Hall number at zero
temperature in the Yang-Rice-Zhang model (green). The low-doping and high-doping asymptotes are also plotted for reference.
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FIG. S3: Hall number with respect to doping for a zone-edge Q0 (purple), and diagonal Q0 (green). The low-doping and
high-doping asymptotes are also plotted for reference.

We adjusted the gap ∆SU2 in magnitude for the zone-edge Q0 vector:

∆SU2 =

(
1

e(x−0.175)×170 + 1
− 0.018

)
× 0.61 (S2)

and for the diagonal Q0 vector

∆SU2 =

(
1

e(x−0.175)×170 + 1
− 0.018

)
× 0.22 (S3)

Note that the only change with the gap used in the main text is the prefactor. This change is very small for the
zone-edge calculation: from 0.58 to 0.61, but much larger for the diagonal Q0 vector where we use a prefactor of 0.22.
A higher value of the prefactor results in nH dropping to zero at finite doping.

The evolution of the Hall number with doping is qualitatively similar in both cases with what is found in the
main text (Figure S3), except for the case of the diagonal Q0 vector very close to the critical doping. Indeed, the
1 + x asymptote is reached at x = 0.19 already, due to the earlier closing of the gap close to the zone-edge. This is
reminiscent of experiments which found similarly high Hall numbers before the closing of the pseudogap [24].

3. CLOSING OF THE GAP CLOSE TO THE ZONE-EDGE

Here we go back to the discussion on the case discussed in the main text, meaning longitudinal ordering wave
vectors linking hot spots. As discussed in the main text, the Fermi arc opens close to the nodal point and widens
when the hole doping increases. Given that the gap opens at the hot spots, it closes near the Brillouin zone edge
before the transition. A second Fermi arc therefore appears, crossing the zone edge (Figure S4).
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FIG. S4: Spectral function at high doping. The arising of the second Fermi arc crossing the Brillouin zone edge is clearly
visible. Note that because the renormalised bands are symmetrical with respect to zero energy, both spectral functions are
equal at zero frequency. We therefore only plot one of them.

4. COMPARISON WITH THE YRZ MODEL

We compared the doping dependence of the Hall number obtained within the SU(2) theory to the one obtained
using the Yang-Rice-Zhang (YRZ) model. The dependence is similar, except that the transition is slightly sharper in
our case (Figure S5).
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FIG. S5: Hall number with respect to doping in the SU(2) theory (purple), and Yand-Rice-Zhang (YRZ) model (green). The
low-doping and high-doping asymptotes are also plotted for reference. Note that the data for the YRZ model crosses the
asymptote at low doping.

We also note that the Hall number at low doping in the YRZ model is below the nH = x line. This is due to a
value of the gap which is too large. We therefore believe that describing the pseudogap by a linear function in doping
is inadequate. This does not however hinder the validity of the YRZ model.


	 References
	1 d-wave gap
	2 Other choices of ordering wave vector
	3 Closing of the gap close to the zone-edge
	4 Comparison with the YRZ model

