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Abstract—The INSPEX H2020 project main objective is to in-
tegrate automotive-equivalent spatial exploration ad obstacle
detection functionalities into a portable/ wearablemulti-sensor,
miniaturised, low power device. The INSPEX system Wibe used
for 3D real-time detection, location and warning ofobstacles un-
der all environmental conditions in indoor and outdor environ-
ments with static and mobile obstacles. Potential pplications
range from safer human navigation in reduced visibity condi-
tions, small robot/drone obstacle avoidance systems navigation
for the visually/mobility impaired, this latter being the primary
use-case considered in the project.

Keywords— surrounding perception, spatial exploratiomte-
grated system, embedded, low-power, portable, weardiadalth

I. INTRODUCTION

In recent years, obstacle avoidance systems fdoriau
mous) vehicles has been a hot research topic. Thestems
combine multiple sensing technologies (e.g. LiDA&ar, IR
and visual) to detect different types of obstaele®ss the full
range of possible lighting and weather conditiohbe data
from these sensors are fused and combined witltheebiien-
tation (e.g. from an Inertial Measurement Unit (IMidnd
compass) and navigation subsystems. These systentgpa
cally large and heavy, and not fully integratedionique sys-
tem. They are power hungry and require large coatjomal
capabilities. They are indeed limited to high-emhicles and
robots. Moreover, having GPS and/or IMU based ti@uhl
navigation systems is not enough to ensure safgyataon of
users. Basically, knowing the exact user locatioraihighly
smart loT environment is not sufficient to avoidmapped
static and dynamic obstacles under all conditidngsibility.

The objective of INSPEX, a H2020 funded projecttds
make obstacle detection capabilities currently enmnted in
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high-end vehicles available as a persopatdtable/wearable
multi-sensor, miniaturised, low power device. The INSPEX
spatial exploration system will be used for3D real-time detec-
tion, location and warning of obstacles undierenvironmental
conditions in indoor and outdoor environments with static and
mobile obstacles. Potential applications range feafer hu-
man navigation in reduced visibility conditionsgefor fire-
fighters), small robot/drone obstacle avoidancéesgs to nav-
igation for the visually/mobility impaired.

INSPEX will integrate its smart spatial exploratisystem
in a regular white cane for the visually impairet gorovide
3D spatial audio feedback to the user on obstacktion. This
use-case VIB use-case is considered highly demgriiterms
of miniaturisation, integration challenges, powiicency and
needs for communication with the smart environment.

The choice as primary use-case for a smart white czay
have societal impacts. Actually, According to thentl Health
Organization statistics (WHO), 285 million peopte @isually
impaired world-wide [27]. Note this the number igected to
double by 2040, due to aging and health diseasesng these
VIB people, only 5% are fully autonomous in thegild mo-
bility. This lack of autonomy has partly its origimthe lack of
confidence the person has in his/her mobility céjpials, and
efficient use of the white cane. Electronic whignes, able to
detect obstacles on the whole person height shioytdove
VIB confidence in their mobility capabilities.
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Fig. 1. INSPEX main objective.



The paper is organized as follows. Section Il sarises
the main objectives and challenges INSPEX will kackSec-
tion Ill provides an overview of the related workile section
IV gives a first attempt of architecture for theREX system.
Section V summarises the INSPEX vision.

Il. INSPEXOBJECTIVE AND CHALLENGES

To put it in a nutshell, INSPEX main target is tdeigrate
automotive-equivalent spatial exploration and afietaletec-
tion functionalities into a wearable/portable dev{Eig. 1).

This global objective breaks down in several cimgjés to
be solved: -

1. it requires thentegration of several range sensor technolo-
gies (i.e. LiDAR on chip, MEMS ultrasound, Ultra Wide-
Band (UWB) Impulse Radar). Basically, each sensiof-
nology compensates for drawbacks of the other fifje®
detect obstacles of various types in different ébores. Ac-
tually, one technology is not able to provide the a
conditions functionality;

2. a processing unit will be integrated in the INSP&pétial
exploration system to fuse the sensor databaiid the Oc-
cupancy Grid (OG) environment model. An OG is a spatial
partition of the external world into a set of cql}§. Each
cell contains the occupancy probability, i.e. thebability
to find an obstacle at the cell location. To get@e robust
and accurate estimation of the cell state, sewemdors are
fused through the Multi-Sensor Fusion (MSF). Statida
MSFs use Bayesian fusion [3] or evidence combingidd
that require floating point computation. Unfortuglgit such
implementation is too power costly to be integratec
portable device. Basically, the OG calculation mbst
highly efficient for the INSPEX system to meetiigegra-
tion constraints (low power consumption, accuraoyst
and reliability);

3. the portable/wearable INSPEX system will be immdrige
connected environments. As a consequence, it mogide
connectivity to smarter environments and become part of
the loT. Context-aware communication capabilitiesl w
provide the user with a collaborative fabric of simab-
jects, giving the ability to determine the contekimoving
objects and to dynamically blend user experiences;

. a stringent power management strategy must be imple-
mented to fulfil the system lifespan in terms oélgy au-
tonomy. This will be achieved by dynamic adaptatbthe
number of range sensors used as a function ofviitahble
energy, which will imply adaptation at run-time the ob-
stacle perception algorithm, and as a functionhef énvi-
ronmental conditions (e.g. lighting/visibility coitidns),
providing context-aware autonomous reconfiguratibimis
power management strategy will be verified usiogmal
methods to ensure its proper design and functioning;

5. the INSPEX system will experience similar use ewmr
ments to mobile communications devices. Its rdiigbi
must be taken into account right at the design eldes
sign-for-reiability). It will be designed to function under
various weather conditions (e.g. rain, snow, san@r a

large temperature range (typically -20°C to 40°G) also
in low visibility conditions (e.g. night, dust, sk®, fog);

6. the architecture will benodular for the system to address
several application domains;

7. INSPEX first demonstrator targets the VIB (Visualip-
paired and Blind) community (see Fig. 2), and fitddts
will be conducted. As a consequenethjcal issues must be
considered. Moreover, the INSPEX system being a con
nected device, privacy concerns must be addreggedat
the design phase of the systami\acy-by-design).

Public Infrastructure | R
- Trafic lights

Sound feedback k
- Headphone

User Interface
- Audio volume
- Head orientation

Smartphone
Data concentrator

Smart cane

% éansors
- Embedded algorithms

Fig. 2. INSPEX initial demonstrator.

Note that the VIB use-case is seen highly demanding
terms of miniaturisation, integration challengeswpr effi-
ciency and needs for communication with the smaviren-
ment. The INSPEX system should not exc2édgr in weight
and100cn? in volume.10 hours of lifetime in continuous use
are expected with an initial target for power camption
smaller than500mW. Information regarding the location of
obstacles will be providegia an extra-auricular sound feed-
back via Augmented Reality 3D Audio interface, takiinto
account the attitude of the user head to improeentivigation
experience by a better obstacle localisation arnhing.

I1l. RELATED WORK

INSPEX main advances will cover miniaturisation amd
timisation of sensors to cope with the targeteduireqnents
provided above. Software must be carefully integgtah order
to decrease as much as possible its own power cyatign.
Targeting VIB as primary use-case, the INSPEX systeust
truly answer user needs, and offer robustnesseliabitity for
the user to trust the system outputs. Lastly, coay be a
strong driver for system adoption.

This section now reviews these different facettNGPEX.

A. Range Sensing in all-conditions

It is well known (e.g. [20] and references therehmt ob-
stacle detection systems based on ultra-sonic raegsors
suffer from limited useful range (typically, < 3 mhd difficul-



ties of operating on highly reflective surfacessémbased so-

lutions do not suffer from these limitations, bbey can be
highly sensitive to ambient natural light and halifficulty
identifying transparent or mirror-like surfaces. R&dar range
sensor performance
backscattering characteristics of the obstacle ehaits Radar
Cross Section (RCS). The RCS of any obstacle is different
from its mechanical response (i.e. to ultrasoundesgor opti-
cal response (i.e. to LIDAR). Ref. [21] shows tlize UWB
radar can be used effectively to detect and avdistazles
through precipitation (rain, snow) and adverse rammnental
conditions (fog, smoke), thus being fully completaey to
LiDAR which is inefficient in such conditions. Tygally, RF
Radars operating at 8GHz are not sensitive to etotind light
shadowing conditions and can “see” behind suchtstamge
obstacles, whereas ultra sound and LiDAR sensdtsnegd
mechanically or optically unobstructed conditionsoperate.
In a nutshell, Ultra Sound, RF Radar and LiDAR eoenple-
mentary technologies since bringing diversity installe
backscattering intensity. Moreover, they offer eliéint trade-
offs in terms of range, power consumption, direttivand
packaging constraints. As a consequence, theintegiation
will offer the all-condition functionality targetdaly INSPEX.
Unfortunately, systems with all-visibility capalyli that
combine visual, IR, LIDAR, radar and/or ultrasosensors are
confined to large (autonomous) vehicles, large Unmed Aer-
ial Vehicles or lab prototypes with small autonof&y, all
these applications being able to cope with the higgight,
computational load and power budget required fagicange
3D obstacle detection [6, 7]. No miniaturised, tigleight,
low-power solution that integrates all the rangess®g tech-
nologies targeted by INSPEX (LiDAR-on-chip, MEMSrat
sound, Ultra WideBand Impulse Radar) exists thatuisable
for use in the consumer domain for wearable/pogtaiaiviga-
tion of people, small robots or drones. Two factostribute
to this lack: the size and power budget of exisiimdjvidual
sensors; and the challenges of multiple sensagriatien [8].

for probability estimation and fusion. Unfortungtetequiring
floating-point support hinders the integration ofc®ased
MSF on highly constrained embedded platforms. Thple-
mentation of OG-based MSF should instead make usee

is affected by the electromagnetger computation [18] as much as possible to deertgspow-

er consumption associated with data treatment.

Occupancy
Grid
calculation

Fig. 3. Detection of obstacles with heterogene@mgye sensors and Occu-
pancy Grid obtained by data fusion.

C. Reliable Smart Navigation for People with Special Needs

Navigation for people with special needs (e.g. pple,
person in a wheelchair [19]) is not easy at althe so-called
smart cities as cities are mainly planned for sighpersons.
Integrating obstacle detection and appropriatelfaekl togeth-
er with communication with the smart city in theiaily life
devices (e.g. white cane, wheelchair) will imprdveir mobili-
ty experience and get people integrated back mtety.

To detect a large variety of obstacles (in sizapshcolour,
materials), the smart navigation system must ensedbile

detection device that integrates several range sensing technolo-

gies in order to improve the performance of obstalgtection,
each technology compensating for the drawbacksheirs.

Most of today smart white canes only integrateastiund
technology, either for commercial products (e;@., [23]) or in
research prototypes (e.g. [20, 4]), sometimes tagetith oth-

Much of the research activity in the area of weara€r range sensors [15]. Most of these referencesodaeport

ble/portable obstacle detection has been doneeircdhtext of
assistive technology for the VIB community [9, 1@fones
[11, 12] and robotics [13], and assistive mobility people
with disabilities [14]. However, no solution offetbe all-
conditions functionality with the size, weight apdwer con-
sumption consistent with a portable/wearable device

B. Sensor Data Fusion and Occupancy Grid Calculation

Fusion algorithms will fuse the data from, and ngenéhe
uncertainties of, the heterogeneous set of ranggoseéechnol-
ogies in order to ensure detection of various alesa(size,
shape, material, and colour) in 3D, at differenights and
ranges and in all environmental conditions, see Fig

Many solutions already exist in the literature witloneer
works in [3, 4]. However, the approaches traditignemple-
mented in OG calculation require to manipulate plolities.
As a consequence, they require floating-point arétics. Re-
al-time MSF computation with a growing number ofisand
sensors is challenging. To accelerate MSF, paratiplemen-
tation in GPUs [15, 16] or many-core platforms [h@lve been
proposed. All these attempts use floating-poinresgntation

power consumption figures, nor system lifetime. btaer,
their exploration range is usually quite limitedg$ than a few
meters). These factors have also limited a widespagloption
of ultrasound solutions in other portable deviagshsas tablets
and smartphones. On the other hand, the growthediiternet-
of-Things vision pushes Industrials to develop nesmsors,
actuators and smart devices smaller, more versker cost,
and more power efficient. In this frame, it is clé@at proximi-
ty sensor for wearable electronic devices wouldefiefrom
small and low power features

Other solutions based on cameras can also be f(as®d
e.g. [26]). However, image processing presents ctatipnal
cost (and therefore power consumption) that isaootsistent
with the INSPEX objective of developing a low povaavice.
Moreover, acceptability of the horseshoe-shapedcdepro-
posed in [26] that sits around the user’s shouldéishave to
be demonstrated.

Navigating in a city is far from safe for VIB peepEven if
regulations force architects, city planners anddeus to design
the city to make it accessible to VIB people, saooelater,
they sustain injuries (especially on the head arebsy due to



unexpected obstacles, thus decreasing their coridm their
autonomous mobility capabilities [28]. Electronitite canes
offer an answer because they detect in advancaadest not
only on the ground, but also over the whole perkeight,
thanks to the range sensor(s) they integrate. Heryvelrey do
not properly perform in all weather conditions hesa they
integrate a unique range sensor technology foe @i power
consumption reasons (see Fig. 4). Moreover, asititegrate a
unique range sensor technology, they cannot delieitte vari-
ous obstacles (in shape, size, colour, and matarf@rson will
encounter. As a consequence, even if mobility withelec-
tronic white cane offers safer navigation, it isreatly far from
fully safe.

D. Affordability of smart white canes

Affordability is one of the adoption drivers. Fig.shows
the price of several commercial products. The chsapne,
Smart Cane, integrates ultrasonic sensing. MinidguPalm
sonar, K-sonar, Ultra Cane and Mowat are also basadtra-
sound range sensors. The most expensive electani inte-
grates a LiDAR.

bile Detection Device, the (B)Mobile Device, and the (CAu-
dio Headset Device, see Fig. 5. Each device will be split in
several submodules and components that must beougjy
developed, taking into account their own allowedveo re-
guirements and size constraints.

Audio Headset
Device
Hearding * Speakers

Reference module * IMU

Mobile Detection Device

Environmental Attitude and

sensing module

Distance sensing
module

+ Lidar-on-chip

¢ Temperature ¢ Ultrasound

* Humidity MEMS

* Pressure ¢ UWBImpulse

= Light Radar

e
“r Mobile Device
(smart phone)
* 3D sound
spatialisation

Generic Embedded Platform
* Low power microcontroller = Low power wireless

communication

* Power management

Energy source module

Fig. 5. INSPEX smart integrated system architectfirgt attempt).

The Mobile Detection Device will integrate the different
range sensing technologies in order to fully coer person
height, and search “far away” the potential dangembstacles
(e;g. those moving towards the user with “fast”exhetaking

Thanks to technology advances and integration breaknto account the maximal speed of the user). Figh@ws the

through, it will become possible to integrate salesinge sens-

ing technologies in a small size low power devidereover,
as these range sensors will target the consumeketaheir
price should decrease, leading to an integratedtsmplora-
tion system with a cost aligned with the pricearfay products
that possess a unique sensing technology.

Smart Cane {India) | 37.5
Mini Guide (Aus) [ 366.25
Palm Sonar (JP) [N 530
Bat K-Sonar (NZ) [N 593.75
Ultra Cane (UK) NN 623.75
Mwat Sensor (Nz) NN 706.25

Laser Cane (UsA) I 2250

0 500 1000 1500 2000 2500
Price of Available Travel Aids for the Visually Impaired (€)

Fig. 4. Smart white cane affordability [27]

IV. ARCHITECTUREFIRSTATTEMPT AND REVIEW OF MAIN
SUBMODULES

Integrating in a white cane the INSPEX system sffiee-
mendous challenges in terms of integration, minisdtion and
power management. Actually, the available energyatsirally
constrained by the batteries embedded in the syskbia re-
quires a stringent optimisation on the various#rat consti-
tute the INSPEX system. Second, the user cannotebbaavy
system nor accept an ugly one, pushing constramtbe inte-
gration aspects (size and form factor, weight) efiather.
Moreover, the system reliability is very importdat the user
to trust the smart white cane. Lastly, cost has ateong im-
pact on system adoption.

A. Archtechture overview

The spatial exploration system developed in INSH&X
the VIB use-case is made of three devices, narhelyA) Mo-

expected coverage of the range sensors that withtegrated
in the INSPEX smart spatial exploration system.

) f Horizontal field of view:

Fig. 6. Coverage of the different range sensoegiated in the white cane

Low power context aware communication capabilitiéis
also be integrated. Actually, the OG calculatiofi bé embed-
ded within theMobile Detection Device integrated in the cane.
Therefore, the data throughput required betweercéime and
the Mobile Device worn by the user is compatible with Blue-
tooth Low Energy which is currently the best ofétbhelf so-
lution in terms of power consumption and interopéitg with
the different operating systems (Android, iOS, Véwd mo-
bile). Thanks to its Internet connection, tiiebile Device can
also offer new services to the user of the INSPE3tesn by
allowing it to access remote point-of-interest dates and
navigation services [29].

The exploration system will come with tlhetegration of
software in the hardware to make it trugmart. INSPEX will
make use of a co-development approach of the pehatys-
tem, together with its formal modelling and vedfiion. Key to
this is the identification of the system propertigsose verifi-
cation gives the most added value to the developrasma
whole, especially regarding to its reliability asidbility. Iden-
tifying such properties will make clear which kirat, kinds, of
formal approach is/are best suited to the task.ighificant
impact on the practicability of different verifiean approaches
comes from the limited computational resources thatlight-
weight (not only in mass but in energy consumptidfpPEX



architecture can support. Although it may decrehsefidelity
of environment representation that is possibl¢héreby also
decreases the verification burden, in that onlg Esmplicated
computations need to be modelled and verified.

Formal modelling and verification will help improwae
safety and security of the functionality of the WehdNSPEX
system, including the reliability of context awaetonomous
reconfiguration associated with the context-awaregy man-
ager. This latter will autonomously adapt whichssegs will be
used by the fusion algorithm, depending on the arhofien-
ergy currently available (e.g. some sensors mighhd more
supplied because they are too power hungry) antth@m®nvi-
ronmental conditions (e.g. some sensors might bemoce
supplied because they badly behave in these conslti

B. Review of main submodules developped in INSPEX

The INSPEX partners bring four state-of-the-arigesen-
sors to the project, namely, a MEMS ultrasound @grassshort
range large field of view LiDAR-on-chip, a long gmnarrow
field of view LiDAR, and an UWB RF radar. The cheifor
these range sensing technologies is conductedebgagbability
of the final system to detect a large variety oftables (in
shape, size, material, and colour) in differentiemmental
conditions (temperature, humidity, luminosity, biity) and
particular situations (holes, stairs). Their orgation will al-
low the full coverage of the person height to betiiarm the
user on potential dangers, included at the heaghhéee Fig.
6).

INSPEX will miniaturise and reduce the power congum
tion of these sensors to facilitate system intégmaand meet
its requirements in terms of power consumptiong sind
weight of the global system. Indeed, an initialieew of the
envisioned architecture showed that the sensoentikm the
partners without any modification, possess a tagh fpower
consumption. These range sensors will then be ratied) with
an IMU, environmental sensing, signal processing power
efficient data fusion techniques embedded on agower mi-
crocontroller, wireless communication, and useerfiaice, all
in a miniature, low power system designed to ogevdthin
wider smart/loT environments.

1) MEMS ultrasound sensor

MEMS ultrasonic transducers (MUT) are used in mapy
plications, such as non-destructive testing (N3Spged sens-
ing, collision warning (‘sonar walking’), automatipflow me-
tering (Doppler) and medical imaging. There are tymes of
MUTSs, based on their actuation mechanism: capachTs
(CMUTSs) and piezoelectric MUTs (PMUTSs). PMUTs hawe
lower power consumption than CMUTSs, which can resja
polarization voltage of around 200V. PMUTs are basa
either bulk piezoelectric ceramic (with poor acausbupling
to air or liquids) or on piezoelectric thin filmPZT, AIN) al-
lowing them to be integrated into MEMS technolo@yhen
arrays of the latter are formed, ultrasound tracstiiallow the
technology limits of conventional bulk ones to bee@ome.
2D array MEMS transducers can be miniaturised tmpce
real-time proximity signals. Moreover, by using gr#echo
Time-of-Flight techniques, ultrasonic MEMS can warker
1m distances with sub-mm ranging accuracy. In IN§P&

piezo membrane MEMS (PMUT) together with its driyin
ASIC [30] will be optimised and integrated in thestem.

2) LiDAR-on-chip

Thanks to the huge market of the smartphone anerhe
bedded camera, small size and low power LiDAR ainé, will
be in the very near future, the best candidatethiautofocus
(AF). Range and bandwidth are compatible with tHB Use
case that targets obstacle detection within a rdeggethan 1
meter (short range), and within a range of a fewensg(3 to 5,
long range). Such a technology is compliant witlv joower
and low size requirements. INSPEX will optimise tWBARSs
brought to the project by partners. The first orilélve a Long
range LiDAR with a field of view of 2.2°. Currenttipe proto-
type has been demonstrated with a range of up no [31].
This is a single channel laser and the objectite i®duce the
size by developing a chip based solution for tleetebnics. In
conjunction with the miniaturization of the singtdhannel
module in order to increase the field of view, addénnel ar-
ray version will be developed using the same adeats plat-
form as will be used for the single channel versidme second
LiDAR is a short range LiDAR with a large field view based
on an off-the-shelf component. Currently this contizd on-
chip sensor allows to look at a single point intiyiege of up to
2m and is designed for camera auto-focus solutideserthe-
less a fully footprint compatible second generatidth be de-
veloped and integrated in INSPEX. This sensor akiltg at 9
independent measurement points with a field of vews0°
and a range of up to 3m. It will allow faster sdagnof the
near proximity with increased spatial resolutiom &bstacle
detection.

3) Ultra WideBand RF radar

Integrated CW or FMCW RF radars for presence detect
already exist in the field of e.g. domestic seguadh the one
side and for obstacle detection in the automotiv@aain on the
other side. In domestic security, the requiremeindpto detect
a presence, a large scale variation of the eleetgoetic echo
strength is enough to get sufficient detection phility. Such
limited bandwidth Doppler radars hardly providegise range
information useable in dynamic obstacle trackingtesys. In
the automotive field, obstacle detection radarallgwperating
at 24 or 77GHz, are optimised for performance (eamagle),
at the expense of higher cost, high directivity aogver con-
sumption of more than 500mw [32]. UWB RF radarsehalso
been successfully applied in healthcare applicatiespecially
for respiration rate estimation of static humamssiich appli-
cation, sensitivity to very small movements is Key specifi-
cation, but the measurement range is not adaptéehduing)
obstacle detection needs. Smart white cane sotutitegrat-
ing an RF Radar do not exist today at product le&eR&D
scale, one can only find early demonstrators likg2il, 32].
The objective to integrate a UWB RF radar sensothia
INSPEX system with performance of 20m sensitivapge. It
will have up to 100Hz refresh rate for high perfamoe track-
ing of moving targets, 15cm range resolution, 6fifnath ap-
erture, coarse angle of arrival estimation, and@pp100mwW
of power consumption? The form factor will be conilga
with integration in a white cane.



4) User feedback

Many current electronic white canes use haptic Haek
(vibration) on obstacles. However, this is limitedits ability
to convey complex information, can lead to desesadion and
cognitive overload [34]. Other canes give audiadbexk via
earphones using audio tones that vary in frequelepgending
on obstacle distance. While this permits richer anwte intui-
tive obstacle information, it demands too much eéntion
and distracts from the ambient sounds that VIB feegpe-
cially rely on to be safe while moving and, ag&imposes cog-
nitive overload. To benefit from the intuitiveneassd the ca-
pacity of audio to convey rich information, but kéut these
drawbacks, the INSPEX system will rely on an Augtedn
Reality Audio system. That uses an extra-auricpér of ear-
phones and binaural spatialisation algorithms,uer hearing
virtual audio from an obstacle. Efforts will be pottake into
account the user’s head orientation with respethiegosition
of the obstacles located on their path.

V. SUMMARY

INSPEX will develop a spatial exploration and obktade-
tection system that will provide today automotivmdtionali-
ties into a wearable/portable device. Several rasgasing
technologies will be integrated, and their measeargm fused
to build an occupancy grid, in order to offer ahditions ca-
pability. Augmented reality audio feedback, takimjo ac-
count the user’s head position will inform the userpotential
dangers. Different submodules will be optimiseditake the
system consistent with its own requirement. As prynuse-
case, the INSPEX system will be integrated in ailsgsmart
white cane. Tests in laboratory and in real-lifeaitions will
be conducted in order to evaluate the system clitpabi
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