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Strong Disorder Renewal Approach to DNA denaturation and wetting :

typical and large deviation properties of the free energy

Cécile Monthus
Institut de Physique Théorique, Université Paris Saclay, CNRS, CEA, 91191 Gif-sur-Yvette, France

For the DNA denaturation transition in the presence of random contact energies, or equivalently
the disordered wetting transition, we introduce a Strong Disorder Renewal Approach to construct
the optimal contacts in each disordered sample of size L. The transition is found to be of infinite
order, with a correlation length diverging with the essential singularity ln ξ(T ) ∝ |T − Tc|

−1. In
the critical region, we analyze the statistics over samples of the free-energy density fL and of the
contact density, which is the order parameter of the transition. At the critical point, both decay as
a power-law of the length L but remain distributed, in agreement with the general phenomenon of
lack of self-averaging at random critical points. We also obtain that for any real q > 0, the moment
Z

q

L of order q of the partition function at the critical point is dominated by some exponentially rare
samples displaying a finite free-energy density, i.e. by the large deviation sector of the probability
distribution of the free-energy density.

I. INTRODUCTION

Wetting transitions are in some sense the simplest classical phase transitions, since they involve linear systems
[1]. The effects of quenched disorder on the wetting transition or on the equivalent Poland-Scheraga model of DNA
denaturation [2, 3] have thus attracted a lot of interest among physicists [4–13] and mathematicians (see the books
[14] and references therein). Within the field of disordered models, the DNA denaturation model is very special,
because the system can avoid some disorder variables by making loops, whereas spin models have to cope with all
the random couplings whatever they are. In particular, in the critical region where the contact density vanishes, each
configuration involves only a vanishing fraction of disorder variables. As a consequence, Tang and Chaté [7] have
proposed that the denaturation transition is driven by the rare anomalously attractive regions :
(i) on one hand, they have proposed a simple scaling argument for a system of size L, based on the competition

between the energy gain of the best attractive segment and the entropic cost of a system-size loop : both scale as the
logarithm lnL of the size L, so that this argument points towards an essential singularity divergence of the correlation
length

ξ(T ) ∝ e
B

|T−Tc| (1)

This behavior is reminiscent of the critical properties found in the different model concerning a polymer at the interface
between two selective solvents [15, 16] for similar reasons. It turns out that the singularity of Eq. 1 has also been
found recently in the quantum phase transition of random transverse field Ising model with long-ranged power-law
couplings [17, 18] (or in long-ranged epidemic models in a random environment [19]) and can be also explained in
terms of Extreme Value Statistics [17, 18].
(ii) on the other hand, Tang and Chaté [7] and more recently Derrida and Retaux [13] have concluded that the real

space renormalization on hierarchical lattices leads instead to the Berezinski-Kosterlitz-Thouless (B.K.T.) essential
singularity

ξBKT (T ) ∝ e
B√

|T−Tc| (2)

This B.K.T. scaling emerges from the joint renormalization flows of an amplitude and of an exponential rate [7, 13].
We are not aware of a simple scaling physical argument that would explain the origin of the additional square root in
Eq. 2 with respect to Eq. 1.
In this paper, we introduce a Strong Disorder Renewal Approach that can be considered as an elaboration of the

scaling argument (i) : it leads to the essential singularity of Eq. 1, but in addition, it allows to compute explicitly
many observables, including the statistics of the free-energy and of the contact density over the disordered samples
of a given size L. The paper is organized as follows. After the description of the model in section II, we explain the
Strong Disorder Renewal Approach in section III. We then analyze the statistics of the loop lengths in section IV,
the statistics of the contact density in section V, and the statistics of the free-energy in section VI : typical and large
deviation properties are given respectively for the delocalized phase in section VII, for the critical point in section
VIII, and for the localized phase in section IX. The validity of the Strong Disorder Renewal Approach is discussed in
section X. Our conclusions are summarized in section XI. The Appendix A explains how the Strong Disorder Renewal
Approach can be adapted to other distributions of the contact energies, while the main text focuses on the simplest
case of the exponential distribution.

http://arxiv.org/abs/1611.00501v2
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II. MODEL AND NOTATIONS

A. Partition function

We consider a polymer of length L attached at the origin n0 = 0 and free at the other end : the partition function
is a sum over the number K = 0, 1, .., L of contacts and of their positions 0 < n1 < n2 < .. < nK ≤ L

Z(L) =

L
∑

K=0

∑

n0=0<n1<n2<..<nK≤L
ZK(n1, n2, .., nk) (3)

of

ZK(n1, n2, .., nk) = Ω(n1)e
ǫn1
T Ω(n2 − n1)e

ǫn2
T ...Ω(nK − nK−1)e

ǫnK
T (4)

The contact energies ǫn are random quenched variables, while the weight Ω(l) of a loop of length l between two contacts
displays the power-law behavior for large l (here to simplify the notations, we will consider that this power-law holds
for all lengths l = 1, 2, ..)

Ω(l) =
1

lc
(5)

The exponent c is obtained from the enumeration of random walks returning to the origin and thus depends on the
assumptions made concerning self-avoidance and excluded-volume interactions [20]. Here we wish to consider c as a
free parameter, that can take large values (for reasons that will be discussed in section X), so we may for instance
consider usual random walks in dimensions d ≥ 2 [20]

cRW =
d

2
(6)

From the form of the partition function, it is thus clear that the DNA denaturation transition or the wetting tran-
sition corresponds to a competition between the contact energies that are ’good’ ǫn > 0 and the entropic logarithmic
cost lnΩ(l) = −c ln l < 0 of loops between contacts.

B. Probability distribution of the random contact energies

In the main text of the present paper, we focus on the case where the contact energies ǫn are independent ran-
dom variables, drawn with the exponential distribution of parameter W (see the Appendix A for the case of other
distributions)

ρ(ǫ) =
1

W
e−

(ǫ−ǫmin)

W θ(ǫ ≥ ǫmin) (7)

with some lower value ǫmin < 0 to ensure the presence of repulsive contacts ǫ < 0. The proportion of attractive
contacts ǫ > 0

A ≡
∫ +∞

0

dǫρ(ǫ) = e
ǫmin
W (8)

can be chosen anywhere in the interval

0 < A < 1 (9)

In the following, an essential role will be played by the proportion of contact energies above an arbitrary threshold
η > 0

∫ +∞

η

dǫρ(ǫ) = Ae−
η
W (10)
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C. Phase transition criterion based on the free-energy

Instead of the true free-energy F true(L) of each sample, it has become usual in this field to introduce the more
convenient notation

F (L) ≡ lnZ(L) = −βF true(L) (11)

as well as its density per unit length

f(L) ≡ F (L)

L
=

lnZ(L)

L
(12)

Then the localized phase corresponds to a positive limit

f loc(L→ +∞) > 0 (13)

while the delocalized phase corresponds to a vanishing limit

fdeloc(L→ +∞) = 0 (14)

Besides this thermodynamic limit, we will be interested into the probability distribution over samples of the free-
energy in finite size L, in particular at the critical point.

D. Order parameter of the phase transition

In a given sample, the averaged number < KL > of contacts is computed as

< KL >≡
∑L

K=0K
∑

n0=0<n1<n2<..<nK<L
ZK(n1, n2, .., nk)

∑L
K=0

∑

n0=0<n1<n2<..<nK<L
ZK(n1, n2, .., nk)

(15)

The order parameter of the transition is the contact density, i.e. the number of contacts per unit length

k(L) ≡ < KL >

L
(16)

that remains finite in the localized phase as L→ +∞

kloc(L→ +∞) > 0 (17)

while it vanishes in the delocalized phase

kdeloc(L→ +∞) = 0 (18)

Again, besides this thermodynamic limit, it is interesting to analyze the probability distribution over samples of the
number of contacts in finite size L, in particular at the critical point.

III. STRONG DISORDER RENEWAL APPROACH

Strong Disorder Approaches are based on the general idea that the spatial heterogeneities introduced by the
quenched disorder variables dominate over quantum, thermal, or stochastic fluctuations depending on the consid-
ered model (see for instance the review [21]). While these Strong Disorder Approaches are usually formulated within
real-space renormalization procedures [21], as for the polymer at the interface between two selective solvents [16], we
propose in this section a Strong Disorder Renewal Approach in each disordered sample.



4

A. Strategy in each disordered sample

In a disordered sample corresponding to a given realization (ǫ1, ..., ǫL) of the random contact energies, we consider
the following strategy :
(i) the first return n∗

1 takes place at the first ’good enough contact’, defined as the first position where Ω(n)e
ǫn
T > 1,

i.e. where the contact energy is bigger than the entropic cost of the return

ǫn∗
1
> −T lnΩ(n∗

1) (19)

while all the previous (n∗
1 − 1) positions n = 1, .., n∗

1 − 1 satisfy

ǫn < −T lnΩ(n) (20)

The corresponding gain for the logarithm of the partition function is

fn∗
1
=
ǫn∗

1

T
+ lnΩ(n∗

1) ≥ 0 (21)

(ii) once the first ’good enough contact’ has been found at n∗
1, one may iterate the same procedure: the second

return n∗
2 takes place at the next ’good enough contact’, define as the position n∗

2 satisfying

ǫn∗
2
> −T lnΩ(n∗

2 − n∗
1) (22)

while all the intermediate (n∗
2 − n∗

1 − 1) positions n = n∗
1 + 1, .., n∗

2 − 1 satisfy

ǫn < −T lnΩ(n− n∗
1) (23)

The corresponding gain for the logarithm of the partition function is

fn∗
2
=
ǫn∗

2

T
+ lnΩ(n∗

2 − n∗
1) ≥ 0 (24)

This strategy thus define a very simple renewal process.

B. Partition function and order parameter in each sample

So in each given sample of length L, one ends up with a certain number K∗ of ’good enough contacts’ located at
the positions (n∗

1, .., n
∗
K), and one considers that the partition function of this sample (Eq 3) is completely dominated

by this optimal configuration

Z(L) ≃ ZK∗(n∗
1, n

∗
2, .., n

∗
k) = e

∑K∗
k=1 fn∗

k (25)

Its logarithm (Eq. 11) corresponds to the sum of the gains fn∗
k
of the K∗ contacts

F (L) ≡ lnZ(L) ≃
K∗
∑

k=1

fn∗
k

(26)

The thermally averaged number of contacts of the sample (Eq. 15) is simply

< KL >≃ K∗ (27)

In this paper, our goal is to analyze how this number K∗ of contacts and the corresponding free-energy of Eq. 26
are distributed over the disordered samples of a given length L.
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C. Statistics of the number K∗ of contacts over the disordered samples of length L

The probability distribution πK∗(L) of the number K∗ of contacts over the disordered samples of length L is
normalized to

L
∑

K∗=0

πK∗(L) = 1 (28)

A related important observable is the probability distribution P (l) of the loop length l = 1, 2, .. between two
contacts: if one adds the initial value π0(0) = 1, the probability πK∗=0(l) of zero contact plays the role of the
cumulative distribution for P (l) that can be computed as the difference

P (l) = π0(l − 1)− π0(l) (29)

and one has the sum rule

L
∑

l=1

P (l) = 1− π0(L) (30)

In the limit L→ +∞, the normalization thus reads

+∞
∑

l=1

P (l) = 1− π0(∞) (31)

where π0(∞) represents the probability to find zero good contact for L→ +∞ : it vanishes in the localized phase

πloc0 (L→ ∞) = 0 (32)

but remains finite in the delocalized phase

πdeloc0 (L→ ∞) > 0 (33)

The probability of K∗ = 1 contact can be then computed as the convolution

π1(L) =

L
∑

l=1

P (l)π0(L− l) (34)

Similarly for an arbitrary number of contacts 1 ≤ K∗ ≤ L, the probability reads

πK∗(L) =
∑

l1≥1

∑

l2≥1

...
∑

lK∗≥1

∑

l≥0

P (l1)P (l2)..P (lK∗)π0(l)δ

(

L− l −
K∗
∑

k=1

lk

)

(35)

and will be thus closely related to the statistics of the sum of loop lengths.

D. Statistics of the partition function over the disordered samples of length L

For a given sample of length L displaying K∗ contacts, the logarithm of the partition function is the sum over the
K∗ independent gains fn∗

k
of the contacts (Eq. 26). If one introduces the probability distribution pK(F ) of the sum

of K independent variables f distributed with p1(F ), the probability distribution FL(F ) of F = lnZ over the samples
of length L can be written using the probability πK∗(L) of the number K∗ of contacts introduced above

FL(F ) =
L
∑

K∗=0

πK∗(L)pK∗(F ) (36)

Besides the typical region for the free-energy, it will be also interesting to discuss the behavior of the moments of
the partition function for any real value q > 0

Mq(L) ≡ Zq(L) = eqF (L) =

L
∑

K∗=0

πK∗(L) [eqx]
K∗

=

L
∑

K∗=0

πK∗(L)

[∫ +∞

0

dfeqfp1(f)

]K∗

(37)

that will depend on the large-deviation properties of the probability distribution of the free-energy.
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IV. STATISTICS OF THE LOOP LENGTHS

In this section, we discuss the probability distribution P (l) of the loop length l (Eq. 29) and its cumulative
distribution π0(l) (Eq 30).

A. Probability π0(L) of zero contact in L

The probability π0(L) of K
∗ = 0 contact in L is the probability that all energies ǫn for n = 1, 2, .., L satisfy Eq. 20

π0(L) =
L
∏

n=1

[

1−
∫ +∞

−T lnΩ(n)

dǫρ(ǫ)

]

(38)

It is thus convenient to rewrite its logarithm as a sum

lnπ0(L) = −
L
∑

n=1

u(n) (39)

where the elementary term u(n) reads for the model that we consider (Eqs 5 and 10)

u(n) ≡ − ln

[

1−
∫ +∞

−T ln Ω(n)

dǫρ(ǫ)

]

= − ln

[

1− A

n
cT
W

]

(40)

For large n, it decays as the power-law

u(n) ≃
n→+∞

A

n
cT
W

=
A

n
T
Tc

(41)

where we have introduced the critical temperature

Tc =
W

c
(42)

that will separate the regions of convergence and divergence of the series of Eq. 39, since π0(L→ +∞) is the simplest
criterion of the transition (Eq 32 and 33) within the present framework.

B. Loop length statistics at the critical point T = Tc

For T = Tc, the asymptotic behavior of Eq 41

ucriti(n) ≃
n→+∞

A

n
(43)

yields the logarithmic divergence of the series of Eq. 39

lnπcriti0 (L) = −
L
∑

n=1

ucriti(n) ≃
L→+∞

−A lnL (44)

corresponding to the power-law decay

πcriti0 (L) ∝
L→+∞

1

LA
(45)

The probability distribution of the loop length (Eq. 29) decays as

P criti(l) = πcriti0 (l − 1)− πcriti0 (l) ∝
l→+∞

A

l1+A
(46)

Since 0 < A < 1 (Eq. 9), the averaged length diverges

lcritiav ≡
+∞
∑

l=1

lP criti(l) = ∞ (47)
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C. Localized phase T < Tc

In the localized phase T < Tc, it is convenient to use the reduced temperature

t ≡ 1− T

Tc
(48)

that belongs to the interval 0 < t < 1.
The asymptotic behavior of Eq 41

uloc(n) ≃
l→+∞

A

n
T
Tc

=
A

n1−t (49)

yields the power-law divergence of the series of Eq. 39

lnπloc0 (L) = −
L
∑

n=1

uloc(n) ≃
L→+∞

−AL
t

t
(50)

corresponding to the stretched exponential decay of exponent t

πloc0 (L) ∝
L→+∞

e−
ALt

t (51)

The probability distribution of the loop length (Eq. 29) decays with the same stretched exponential

P loc(l) = πloc0 (l − 1)− πloc0 (l) ≃
l→+∞

A

l1−t
e−

Alt

t (52)

so that all moments are finite. It is interesting to compute how these moments of arbitrary order p diverge as t
becomes small as a consequence of the decay of Eq. 52

llocp ≡
+∞
∑

l=1

lpP loc(l) ≃ A

∫ +∞

1

dl lp+t−1e−A
lt−1

t

=
1

t

∫ +∞

0

dv
(

1 +
v

A

)
p
t

e−
v
t =

1

t

∫ +∞

0

dve
h(v)

t (53)

where the saddle function h(v) and its two first derivatives read

h(v) = p ln
(

1 +
v

A

)

− v

h′(v) =
p

A+ v
− 1

h′′(v) = − p

(A+ v)2
(54)

The saddle-point v∗ of the integral of Eq. 53 corresponding to φ′(v∗) is

v∗ = p−A (55)

For p > A, the saddle-point value belongs to the domain of integration. Using the values

h(v∗) = p ln

(

1 +
v∗

A

)

− v∗ = p ln
p

A
− p+A

h′′(v∗) = − p

(A+ v∗)2
= −1

p
(56)

the saddle-point evaluation leads to the essential singularity divergences

llocp ≃
t→0

√

2πp

t
e

p
t [

A
p
−1−ln A

p ] (57)

In particular, the averaged length corresponding to the special case p = 1 diverges as

llocav ≡
+∞
∑

l=1

lP loc(l) = llocp=1 ≃
t→0

√

2π

t
e

1
t
[A−1−lnA] (58)
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D. Delocalized phase T > Tc

In the delocalized phase T > Tc, it is convenient to use the reduced temperature

θ ≡ T

Tc
− 1 > 0 (59)

The power-law decay of Eq 41

udeloc(l) ≃
l→+∞

A

l
T
Tc

=
A

l1+θ
(60)

yields the convergence of the series of Eq. 39 as

lnπdeloc0 (L) ≃
L→+∞

−A1− L−θ

θ
(61)

The finite limit as L→ +∞ displays the essential singularity as θ → 0

πdeloc0 (L = ∞) ≃
θ→0

e−
A
θ (62)

The probability distribution of the loop length (Eq. 29) decays as

P deloc(l) = πdeloc0 (l − 1)− πdeloc0 (l) ≃
l→+∞

A

l1+θ
e−

A
θ (63)

Near the critical point where 0 < θ < 1, the averaged length diverges

ldelocav ≡
+∞
∑

l=1

lP deloc(l) = ∞ (64)

E. Finite-size scaling in the critical region

In the critical region, the above results concerning the probability π0(L) of K = 0 contacts can be summarized into

lnπ0(L) ≃ −
L
∑

l=1

Al−
T
Tc ≃ −AL

1− T
Tc − 1

1− T
Tc

(65)

This corresponds to the following finite-size scaling form involving the logarithm (lnL) of the system-size L (instead

of the usual power-law L
1

νFS with some finite size correlation length exponent νFS)

lnπ0(L) ≃
L→+∞

−A lnL ψ

[

v ≡
(

1− T

Tc

)

lnL

]

(66)

where the scaling function

ψ(v) =
ev − 1

v
(67)

is unity at criticality

ψ(v = 0) = 1 (68)

exponentially large in the localized phase

ψ(v) ≃
v→+∞

ev

v
(69)

and decays as a power-law in the delocalized phase

ψ(v) ≃
v→−∞

−1

v
(70)

The finite-size correlation length ξFS(T ) defined by the value unity |v| = 1 for the scaling variable v diverges with
the essential singularity of Eq. 1

ln ξFS(T ) ≃
T→Tc

1

|1− T
Tc
|

(71)
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V. STATISTICS OF THE NUMBER K OF CONTACTS

A. Statistics of the number K of contacts in the delocalized phase

In the delocalized phase, the number K of contacts remains finite in the limit L→ +∞ : the probability distribution
is simply the geometric distribution (Eq. 35)

πdelocK (∞) = πdeloc0 (∞)
[

1− πdeloc0 (∞)
]K

(72)

with the essential singularity of πdeloc0 (∞) near the transition (Eq. 62). As a consequence, in the critical region on
the delocalized phase, the probability distribution becomes the exponential distribution

πdelocK (∞) ≃ e−
A
θ e−Ke

−A
θ (73)

In particular, the moments of the number of contacts diverge with the essential singularities

Kdeloc
p (L = ∞) ≡

+∞
∑

K=0

KpπdelocK (∞) ≃ p!ep
A
θ (74)

B. Statistics of the number K of contacts at the critical point

When π0(L = ∞) = 0 and the loop distribution P (l) is normalized (Eq. 31), the probability of K contacts in L
(Eq. 78) can be rewritten as the difference

πK(L) = Prob

(

K
∑

k=1

lk ≤ L

)

− Prob

(

K+1
∑

k=1

lk ≤ L

)

(75)

It is thus useful to introduce the probability distribution

SK(SK) =
∑

l1≥1

∑

l2≥1

...
∑

lK≥1

P (l1)P (l2)..P (lK)δ

(

SK −
K
∑

k=1

lk

)

(76)

of the sum

SK ≡
K
∑

k=1

lk (77)

of K independent loop lengths lk, in order to rewrite Eq. 75 as

πK(L) =

∫ L

0

dS [SK(S)− SK+1(S)] ≃ −∂K
∫ L

0

dSSK(S) (78)

Since the probability distribution of the loop length decays as (Eq. 46)

P criti(l) ∝
l→+∞

A

l1+A
(79)

with 0 < A < 1 (Eq. 9), the Lévy sum SK of Eq. 77 does not grow extensively in K, but more rapidly as K
1
A , and

the appropriate rescaled variable

λ ≡ A
1
A
SK

K
1
A

(80)

is distributed with the Lévy stable law LA(λ) of index A defined by the Laplace transform

∫ +∞

0

dλe−sλLA(λ) = e−s
A[−Γ(−A)] (81)
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It displays the power-law behavior for large λ

LA(λ) ≃
λ→+∞

1

λ1+A
(82)

and the essential singularity near the origin (with some constant I(A))

LA(λ) ∝
λ→0

λ
−1− A

2(1−A) e−I(A)λ
− A

1−A
(83)

Plugging the scaling form

SK(S) ≃ A
1
A

K
1
A

LA
(

λ =
A

1
A

K
1
A

S

)

(84)

into Eq. 78 yields

πK(L) ≃ −∂K
∫ L

0

dSSK(S) = −∂K
∫ LA

1
AK

− 1
A

0

dλLA(λ)

≃ LA
1
A
1

A
K− 1

A
−1LA

(

LA
1
AK− 1

A

)

(85)

The appropriate scaling variable is thus

κ =
K

ALA
=

1

λA
(86)

and its probability distribution is obtained from the Lévy stable law LA as

KA(κ) =
1

Aκ1+
1
A

LA
(

κ−
1
A

)

(87)

It is regular near the origin (Eq 82)

KA(κ) ≃
κ→0

1

A
(88)

and displays the following decay for large κ (Eq. 83)

KA(κ) ≃
κ→+∞

1

A
κ
−1+ 1

2(1−A) e−I(A)κ
1

1−A
(89)

The simplest example corresponds to the value A = 1
2 , where the Lévy stable law has a simple explicit expression

∫ +∞

0

dλe−sλL 1
2
(λ) = e−

√
s[2

√
π]

L 1
2
(λ) =

e−
π
λ

λ
3
2

(90)

so that the scaling function is simply the half-Gaussian

K 1
2
(κ) =

2

κ3
L 1

2

(

κ−2
)

= 2e−πκ
2

(91)

In summary, the probability distribution of the number K of contacts in L follows the scaling form

πcritiK (L) ≃ 1

ALA
KA
(

κ =
K

ALA

)

(92)

The important point is that it scales sub-extensively with respect to the length L as K ∝ LA, and that it remains
distributed.
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As a consequence, the contact density per unit length that represents the order parameter of the transition (Eq.
16) can be rewritten as

kL ≡ K

L
=

A

L1−Aκ (93)

where κ is distributed with the probability distribution KA(κ) discussed above. The fact that it remains distributed
over samples, even if it corresponds to a spatial average, is in agreement with the general phenomenon of lack of
self-averaging at random critical points [22–24] : outside criticality, where there exists a finite correlation length ξ,
the densities of extensive thermodynamic observables are self-averaging, because a large sample can be divided into
nearly independent large sub-samples of size ξ; however at criticality, this ’subdivision’ argument breaks down because
of the divergence of the correlation length ξ [22–24].

C. Statistics of the number K of contacts in the localized phase

In the localized phase, the probability distribution of the number K of contacts in L reads (Eq. 78)

πlocK (L) ≃ −∂K
∫ L

0

dSSK(S) (94)

where SK(SK) is the probability distribution of the sum of K independent loop lengths

SK ≡
K
∑

k=1

lk (95)

distributed with the stretched exponential distribution of Eq. 52

P loc(l) ≃
l→+∞

A

l1−t
e−

Alt

t (96)

so that all moments are finite (Eq. 57).
In the typical region, the Central Limit Theorem holds

SK(S) ≃
typ

1√
2πK∆2

e−
(S−Kllocav )2

2K∆2 (97)

in terms of the averaged loop length (Eq. 58)

llocav ≡
+∞
∑

l=1

lP loc(l) ≃
t→0

√

2π

t
e

1
t
[A−1−lnA] (98)

and of the variance (Eq. 57)

∆2 ≡
+∞
∑

l=1

l2P loc(l)− (llocav )
2 = ≃

t→0

√

4π

t
e

2
t [

A
2 −1−ln A

2 ] (99)

Plugging Eq. 97 into Eq. 94 yields

πlocK (L) ≃
typ

−∂K
∫ L

−∞
dS

1√
2πK∆2

e−
(S−Kllocav )2

2K∆2 ≃ −∂K
∫

L−Kllocav√
K∆

−∞
du

1√
2π
e−

u2

2

≃ (L+Kllocav )

2∆K
3
2

√
2π
e−

(L−Kllocav )2

2K∆2 (100)

The probability distribution GL(kL) of the contact density kL = K
L

(Eq. 16) reads

GL(k) = LπlocK=Lk(L) ≃ L
1
2
(1 + kllocav )

2∆k
3
2

√
2π
e
−L (llocav )2

2k∆2

(

k− 1

llocav

)2

(101)
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In the large L limit, it becomes concentrated around k ≃ 1
llocav

and can be approximated by the Gaussian distribution

GL(k) ≃
typ

√

L(llocav )
3

2π∆2
e
−L (llocav )3

2∆2

(

k− 1

llocav

)2

(102)

Besides these Gaussian fluctuations in the typical region around the typical value ktyp =
1
llocav

, one may also consider

the large deviation properties (see the review [25]) and ask for the probability of an anomalously large contact density
k = K

L
far from the typical value. For instance the maximal possible value k = 1 occurs only if all the L random

contact energies of the sample turn out to be positive, which happens with the exponentially small probability (Eq.
8)

GL(k = 1) =

[∫ +∞

0

dǫρ(ǫ)

]L

= AL = e−L(− lnA) (103)

More generally, in the whole region ktyp =
1
llocav

≤ k ≤ 1, one expects the large-deviation form

GL(k) ∝
ktyp≤k≤1

e−Lr(k) (104)

involving a rate function r(k) that interpolates between the Gaussian form of Eq. 102 and the limiting value r(k =
1) = − lnA of Eq. 103. Note however that the probability of an anomalously small contact density 0 ≤ k < ktyp
does not follow the usual large deviation form of Eq. 104, since we have already seen that the probability of K = 0
contacts only decay as the stretched exponential (Eq. 50).

D. Finite-size scaling for the averaged number of contacts in the critical region

In the critical region, the above results concerning the averaged number Kav(L) of contacts in L can be summarized
by the finite-size scaling form analogous to Eq. 66 involving the same correlation length of Eq. 71

lnKav(L) ≃ A lnL Ψ

[

v ≡
(

1− T

Tc

)

lnL

]

(105)

where the scaling function satisfies Ψ(v = 0) = 1 to reproduce the critical behavior

lnKcriti
av (L) ≃ A lnL (106)

decays as Ψ(v → −∞) ∝ 1
v
to reproduce to delocalized behavior

lnKdeloc
av (L) ≃ A

T
Tc

− 1
(107)

and behaves as Ψ(v → +∞) ∝ 1
A

[

1− A−1−lnA
v

]

to reproduce the localized behavior

lnK loc
av (L) ≃ lnL− A− 1− lnA

(

1− T
Tc

) (108)

VI. STATISTICAL PROPERTIES OF THE FREE-ENERGY

A. Statistics of the free-energy for a fixed number K of contacts

For a single ’good-enough’ contact, the gain f of Eq. 21 is distributed with the exponential distribution

p1(f) = µe−µfθ(f ≥ 0) (109)

of parameter

µ ≡ T

W
(110)
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In particular at the critical temperature Tc of Eq. 42, it depends only on the exponent c of Eq. 5

µc =
Tc

W
=

1

c
(111)

The sum

FK =

K
∑

k=1

fk (112)

of K independent gains fk can be written for any K as the convolution of K exponential distribution p1

pK(F ) = µ
(µF )K−1

(K − 1)!
e−µF θ(F ≥ 0) (113)

The exponential moments of order q exist only in the region 0 < q < µ and read

eqFK =
(

eqf
)K

=

(
∫ +∞

0

dfeqfp1(f)

)K

=

(

µ

µ− q

)K

(114)

The fact that each exponential moment of order q involves a different exponential behavior

eqFK = eKλq (115)

with

λq = ln
µ

µ− q
(116)

can be understood from the large-deviation analysis [25] of the probability distribution PK(g) of the rescaled variable
g = FK

K
for large K : using the Stirling approximation

(K − 1)! ≃
K→+∞

√

2π(K − 1)

(

K − 1

e

)K−1

(117)

one obtains

PK(g) = KpK(Kg) ≃
K≫1

Kµe−Kµg
[

eµKg

K − 1

]K−1

= Kµe−Kµg
[

eµg

(

1 +
1

K − 1

)]K−1

≃
K≫1

K

g

[

eµge−µg
]K ≃

K≫1
eKh(g) (118)

where the large deviation function and its two first derivatives read

h(g) = ln
[

eµge−µg
]

= 1 + ln(µg)− µg

h′(g) =
1

g
− µ

h′′(g) = − 1

g2
(119)

The expansion up to second order around the maximum

g0 =
1

µ
(120)

where it vanishes h(g0) = 0 correspond to the Gaussian distribution of the Central-Limit theorem in the typical
region. The whole large-deviation function is however necessary to evaluate the exponential moments of arbitrary
order 0 < q < µ

eqFK ∝
K≫1

∫

dgeK[h(g)+qg] (121)
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The integral is dominated by the saddle-point value gq satisfying

0 = h′(gq) + q =
1

g
− µ+ q (122)

yielding

gq =
1

µ− q
(123)

and one indeed recovers the exponential behavior of Eq. 115 with

λq = h(gq) + qgq = 1 + ln(µgq)− µgq + qgq = ln
µ

µ− q
(124)

This shows that the moments of order 0 < q < µ are dominated by the atypical values qq of Eq. 123 bigger than the
typical value g0.

B. Statistics of the free-energy for a fixed length L

The moments of the partition function (Eq 37) of arbitrary order 0 < q < µ read using Eq. 113

Mq(L) ≡ Z
q
L =

L
∑

K=0

πK(L)

(

µ

µ− q

)K

(125)

The series expansion in q allows to compute the moments of FL ≡ lnZL (Eq. 11)

+∞
∑

p=0

qp

p!
F
p
L =

L
∑

K=0

πK(L)

(

1− q

µ

)−K

=

L
∑

K=0

πK(L)

+∞
∑

p=0

(

q

µ

)p
(K + p− 1)!

p!(K − 1)!
(126)

The identification order by order yields that the integer moment of order p

F
p
L =

1

µp

L
∑

K=0

πK(L)
(K + p− 1)!

(K − 1)!
=

1

µp

L
∑

K=0

πK(L)

p−1
∏

j=0

(K + j) (127)

involves the moments up to order p of the number of contacts

Kp(L) =

L
∑

K=0

πK(L)Kp (128)

In particular, the averaged free-energy is directly related to the averaged number of contacts Kav(L) = K1(L)

FL =
Kav(L)

µ
(129)

and thus inherits the finite-size scaling properties discussed in Eq. 105.
The variance of the free-energy

F 2
L −

(

FL
)2

=
Kav(L) +K2(L)−K2

av(L)

µ2
(130)

is also directly related to the average Kav(L) and variance [K2(L)−K2
av(L)] of the number of contacts.



15

VII. STATISTICS OF THE FREE-ENERGY IN THE DELOCALIZED PHASE

A. Probability distribution of the free-energy in the limit L → +∞

In the delocalized phase, the number K of contacts remains finite in the limit L→ +∞ (Eq. 72). As a consequence,
the partition function ZL and the free-energy F (L) = lnZ(L) remain also finite random variable as L→ +∞.
The probability distribution of FL = lnZL in the limit L→ +∞ reads

Fdeloc
L=∞(F ) =

∞
∑

K=0

πdelocK (∞)pK(F )

= πdeloc0 (∞)δ(F ) +

∞
∑

K=1

πdeloc0 (∞)
[

1− πdeloc0 (∞)
]K

µ
(µF )K−1

(K − 1)!
e−µF θ(F ≥ 0)

= πdeloc0 (∞)δ(F ) +
[

1− πdeloc0 (∞)
]

µπdeloc0 (∞)e−π
deloc
0 (∞)µF θ(F ≥ 0) (131)

Near the transition where πdeloc0 (L = ∞) is given by Eq 62 in terms of the reduced temperature θ ≡ T
Tc

− 1 > 0,
the probability distribution of the free-energy F ≥ 0 of Eq. 131 becomes the exponential distribution

Fdeloc
L=∞(F ) ≃ α(θ)e−α(θ)F (132)

of parameter

α(θ) ≡ µπdeloc0 (L = ∞) ≃
θ→0

µce
−A

θ (133)

that vanishes with an essential singularity near the transition.
For the partition function Z = eF , the exponential distribution of Eq. 132 translates into the power-law distribution

for the partition function Z ≥ 1

Zdeloc
L=∞(Z) ≃ α(θ)

Z1+α(θ)
(134)

with a Lévy exponent α(θ) that becomes very small near the transition (Eq. 133).

B. Moments of the free-energy FL = lnZL in the limit L → +∞

The moments of the free-energy distributed with the exponential distribution of Eq. 132 are simply

F
p
L=∞ =

p!

[α(θ)]p
(135)

In particular, the averaged value diverges with the essential singularity (Eq. 133)

FL=∞ = (lnZ∞) =
1

α(θ)
∝
θ→0

1

µc
e

A
θ (136)

as the variance

F 2
∞ − (F∞)2 =

1

[α(θ)]
2 ∝
θ→0

1

µ2
c

e2
A
θ (137)

C. Moments of the partition function

The moments of the partition function distributed with Eq. 134

Mdeloc
q (L = ∞) =

1

1− q
α(θ)

(138)

exist only in the region

0 < q < α(θ) ∝ µce
−A

θ (139)

that is shrinking to zero at the critical point is approached.
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VIII. STATISTICS OF THE FREE-ENERGY AT THE CRITICAL POINT

A. Moments of the free-energy FL = lnZL

At criticality, the moments of the number of contacts

Kcriti
p (L) =

∫

dKKpπcritiK (L)

≃
L→+∞

(ALA)p
∫ +∞

0

dkkpKA (k) (140)

can be plugged into Eq. 127 to obtain that the moments of the free-energy scale as

F
p
L =

1

µ
p
c

L
∑

K=0

πK(L)

p−1
∏

j=0

(K + j)

≃
L→+∞

(

ALA

µc

)p ∫ +∞

0

dkkpKA (k) (141)

In particular, one obtains that the averaged value

FL =
Kav(L)

µc
= LA

A

µc

∫ +∞

0

dkkKA (k) (142)

and the width

√

F 2
L −

(

FL
)2 ≃

L→+∞
LA

A

µc

√

√

√

√

[

∫ +∞

0

dkk2KA (k)−
(∫ +∞

0

dkkKA (k)

)2
]

(143)

both scale as LA.
The conclusion is thus that the free-energy density can be rewritten as

fL ≡ FL

L
=

A

µcL1−Aκ (144)

where κ remains distributed over samples with the probability distribution KA(κ) of Eq. 87. Again, the fact that
it remains distributed over samples is in agreement with the general lack of self-averaging at random critical points
[22–24] mentioned after Eq. 93.
For the partition function ZL = eFL , this corresponds to the typical scaling behavior

ZL ≃
typ
e

A
µc
LAκ (145)

whereas the moments display a completely different scaling as we now discuss.

B. Moments of the partition function ZL

The scaling distribution (Eq. 92)

πcritiK (L) ≃ 1

ALA
KA
(

k =
K

ALA

)

(146)

can be plugged into Eq. 125 for the moments of order q < µc to obtain

M criti
q (L) ≡ Z

q
L =

∫

dKπK(L)

(

µc

µc − q

)K

≃
∫ +∞

0

dκKA(κ)eAL
Aκ ln( µc

µc−q ) (147)

The divergence for large L is thus governed by the asymptotic behavior of Eq. 89 for large κ. The change of variable

κ = L1−Av (148)
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leads to

M criti
q (L) ≃

∫ +∞

0

dκκ
−1+ 1

2(1−A) e−I(A)κ
1

1−A
eAL

Aκ ln( µc
µc−q )

≃ L
1
2

∫ +∞

0

dvv
−1+ 1

2(1−A) e
L

[

−I(A)v
1

1−A +Av ln( µc
µc−q )

]

(149)

The saddle-point analysis thus involves the function

φ(v) = −I(A)v 1
1−A +Av ln

(

µc

µc − q

)

φ′(v) = −I(A) 1

1−A
v

A
1−A +A ln

(

µc

µc − q

)

φ′′(v) = −I(A) A

(1 −A)2
v

2A−1
1−A (150)

The saddle-point value vq where φ′(vq) = 0 reads

vq =

[

A(1−A)

I(A)
ln

(

µc

µc − q

)]
1−A
A

(151)

and leads to the values

φ(vq) = −I(A)v
1

1−A
q +Avq ln

(

µc

µc − q

)

=
AI(A)

1 −A

[

A(1 −A)

I(A)
ln

(

µc

µc − q

)]
1
A

(152)

and

φ′′(vq) = −I(A) A

(1−A)2
v

2A−1
1−A
q = −I(A) A

(1 −A)2

[

A(1 −A)

I(A)
ln

(

µc

µc − q

)]
2A−1

A

(153)

So the saddle-point evaluation of the integral of Eq. 149

M criti
q (L) ≃

L→+∞
L

1
2

√

2π

−Lφ′′(vq)
v

2A−1
2(1−A)
q eLφ(vq) ∝

L→+∞
eLφ(vq) (154)

corresponds to an exponential divergence in L completely different from the scaling of the typical free-energy of Eq.
142. The difference can be traced back to the fact that the typical samples correspond to finite values of the variable
κ, i.e. to a number of contacts scaling as K ∝ LAκ, while the saddle-point evaluation in the variable v of Eq. 148
is dominated by the rare sample having an anomalously large κ ∝ L1−Av corresponding to an extensive number of
contacts K ∝ LAκ ∝ Lv.
As a consequence, the limit q → 0 is singular for the above saddle-point computation

vq ≃
q→0

[

A(1 −A)

I(A)

q

µc

(

1 +
q

2µc
+ O(q))

)]
1−A
A

∝
q→0

q
1−A
A

φ(vq) ≃
q→0

AI(A)

1−A

[

A(1 −A)

I(A)

q

µc

(

1 +
q

2µc
+O(q))

)]
1
A

∝
q→0

q
1
A (155)

and the series expansion in q to recover the typical behavior of the partition function (Eq. 145) is not possible.
It is interesting to interpret the anomalous behavior of the moments of Eq. 154 in terms of large deviations [25]

: at criticality, even if the typical free-energy scales sub-extensively as Ftyp ∝ LA, the probability to have a finite

free-energy density f = F
L

is exponentially small in L and follows the large-deviation form with some rate function
ψ(f)

Prob(F = Lf) ∝ e−Lψ(f) (156)
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Then the moments of the partition function corresponds to the saddle-point evaluation

M criti
q (L) ≃

∫

dfeL[−ψ(f)+qf ] ∝ eL[−ψ(fq)+qfq ] (157)

where the saddle-point value fq corresponds to

ψ′(fq) = q (158)

so that the rate function ψ(f) corresponds to the Legendre transform of

λ(q) = −ψ(fq) + qfq = φ(vq) =
AI(A)

1−A

[

A(1−A)

I(A)
ln

(

µc

µc − q

)]
1
A

(159)

IX. STATISTICS OF THE FREE-ENERGY IN THE LOCALIZED PHASE

A. Statistics of the free-energy density fL = FL

L

In the localized phase, the averaged free-energy grows extensively as the averaged number of contacts

FL =
K loc
av (L)

µ
≃ L

µ llocav
(160)

and the variance grows also extensively as

F 2
L −

(

FL
)2

=
Kav(L) +K2(L)−Kav

2(L)

µ2
≃

L→+∞

L

µ2llocav

[

1 +
∆2

(llocav )
2

]

(161)

In the typical region, the probability distribution of the free-energy density f = FL

L
thus follows the Gaussian

distribution

P locL (f) ≃
typ

√

√

√

√

Lllocav µ
2

2π
[

1 + ∆2

(llocav )2

]e

−L llocav µ2

2

[

1+ ∆2

(llocav )2

]

(

f− 1

µ llocav

)2

(162)

For the partition function ZL = eFL , this translates into the log-normal distribution in the typical region

P locL (Z) ≃
typ

1

Z

√

√

√

√

llocav µ
2

2π
[

1 + ∆2

(llocav )2

]

L
e

− llocav µ2

2

[

1+ ∆2

(llocav )2

]

L

(

lnZ− L

µ llocav

)2

(163)

while the moments will be governed by the large deviation sector as we now discuss.

B. Moments of the partition function ZL

The moment of the partition function (Eq. 125) of order q > 0 can be rewritten as an integral over the contact
density 0 ≤ k = K

L
≤ 1

Mq(L) ≡ Z
q
L =

L
∑

K=0

πK(L)

(

µ

µ− q

)K

= L

∫ 1

0

dkπkL(L)e
Lk ln( µ

µ−q ) (164)

This integral will thus involve the large deviation form of Eq. 104

GL(k) = LπkL(L) ∝
ktyp≤k≤1

e−Lr(k) (165)
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describing the exponentially small probability to have a bigger contact density k than the typical one ktyp. The
saddle-point evaluation

Mq(L) ∝
∫ 1

0

dkeL[k ln( µ
µ−q )−r(k)] ∝ eL[kq ln( µ

µ−q )−r(kq)] (166)

is dominated by the saddle point value kq such that

r′(kq) = ln

(

µ

µ− q

)

(167)

X. VALIDITY OF THE STRONG DISORDER RENEWAL APPROACH

A. Notion of Strong Disorder Fixed Point

From the point of view of Strong Disorder Approaches [21], random critical points can be decomposed into :
(i) “Infinite Disorder Fixed Points”, as introduced by Daniel Fisher [26–28], where Strong Disorder Approaches

become asymptotically exact because the disorder width becomes larger and larger with the scale and thus dominate
over quantum, thermal, or stochastic fluctuations[21];
(ii) “Finite Disorder Fixed Points”, where the disorder width remains finite at large scale. Then Strong Disorder

Approaches are not asymptotically exact but are expected to become good approximations in the region where the
disorder width is sufficiently large (see various examples in the two reviews [21, 29] and references therein) : the best
known example is the Griffiths phases around “Infinite Disorder Fixed Points” analyzed by Daniel Fisher [26–28],
or equivalently the anomalous diffusion phase x ∝ tµ with 0 < µ < 1 of the biased Sinai model where the results
obtained by Strong Disorder Renormalization [30, 31] can be compared to results obtained by other methods (see the
reviews [32] and references therein ).
For our present wetting or DNA denaturation model, we have found that the free-energy gain f of a single ’good-

enough’ contact is distributed at criticality with the exponential distribution of Eq. 109 with the parameter µc =
1
c
of

Eq. 111 : this corresponds to the case (ii) of “Finite Disorder Fixed Points”, and the Strong Disorder Approximation
is expected to become better for small µc, i.e. for large exponent c, corresponding to large dimension d for the case
of random walks (Eq. 6). The experience with the biased Sinai model mentioned above indicates that the Strong
Disorder Approach could actually give the correct critical behaviors in the whole region 0 < µc < 1 that would
correspond to any loop exponent c > 1.

B. Correspondence with the quantum long-ranged Ising chain with random transverse fields

There exists some partial correspondence between the present classical wetting model and the one-dimensional
random transverse field long-ranged Ising model as studied by the Strong Disorder Renormalization procedure in Ref
[17]. The exponent α governing the power-law decay of the couplings Jij ∝ |i − j|−α of Ref [17] corresponds to the
exponent c of the loop weight Ω(l) = l−c (Eq 5) of the wetting model

α = c (168)

The random transverse fields hi of Ref [17] corresponds to the contact energies of the wetting model via

ǫi

T
= − lnhi (169)

Although the correspondence between the two models is not complete (in particular the quantum spins are subjected
to all the transverse fields hi and to all the couplings Jij between pairs, while the classical polymer makes loops), the
relation becomes explicit when both models are analyzed via Strong Disorder Renormalization. Indeed, the Strong
Disorder RG rules within the ’primary model’ described in Ref [17] for the random transverse field long-ranged Ising
model can be translated for the wetting model as follows :
(i) The elementary contributions to the free energy are the contacts free-energies fni

=
ǫni

T
= − lnhni

and the loop
entropic costs fnini+1 = − lnΩ(ni+1 − ni) = −c ln(ni+1 − ni) = − ln Jnini+1 .
(ii) The decimation of the strongest parameter (hni

, Jnjnj+1) in the quantum model corresponds to the decimation
of the smallest free-energy contribution (fni

, fnjnj+1).
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(iii) When the site of the smallest parameter fni0
is decimated, this bad contact and its two neighboring loops are

replaced by a single loop characterized by free-energy contribution fni0−1,ni0+1 = −c ln(ni0+1 − ni0−1).
(iii) When the loop of the smallest parameter fni0 ,ni0+1 is decimated, this loop and its two neighboring contacts

are replaced by a single contact of free-energy contribution fnew = fni0
− c ln(ni0+1 − ni0) + fni0+1 .

This correspondence at the level of Strong Disorder RG rules explains why the same essential singularity of the
correlation length (Eq. 1) appears, and why the dynamical exponent zc = α governing the power-law behavior of the

renormalized random fields g(h) ∝ h
1
zc

−1 for h→ 0 at the critical point of the quantum chain [17] corresponds to our
notation µc =

1
c
= 1

zc
in Eq. 109.

As a final remark concerning the validity of Strong Disorder Approaches, it is interesting to mention that the
authors of Ref [17] have studied numerically the three values α = 2, 3, 4 that correspond to the values c = 2, 3, 4 for
the loop exponent of the wetting model.

XI. CONCLUSION

For the random DNA denaturation transition, or equivalently the random wetting transition, we have introduced
a Strong Disorder Renewal Approach to construct the optimal contacts in each disordered sample. We have analyzed
the statistics of the loop lengths, of the number of contacts and of the free-energy over the ensemble of disordered
samples of a given length L. The correlation length governing the finite-size scaling properties in the critical region
has been found to diverge with the essential singularity of Eq. 1 discussed in the Introduction. At the critical point,
we have found that both the contact density (order parameter) and the free-energy density decay as a power-law of
the length L but remain distributed, in agreement with the general phenomenon of lack of self-averaging at random

critical points [22–24]. We have obtained that for any real q > 0, the moment ZqL of order q of the partition function
ZL is dominated at criticality by some exponentially rare samples displaying a finite free-energy density, i.e. by the
large deviation sector of the probability distribution of the free-energy density.
Further work is needed to understand the origin of the difference with the BKT scenario of Eq. 2 found by the

real-space renormalization procedures on hierarchical lattices in Refs [7, 13].
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Appendix A: Application to other distributions of the contact energies

In the main text, we have focused on the exponential distribution of Eq. 7 for the contact energies, because
it simplifies the technical details. However, it is important to explain in this Appendix how the Strong Disorder
Renewal Approach can be adapted to other distributions ρ(ǫ). The main idea is that even if the distribution ρ(ǫ)
of an individual contact energy ǫ decays more rapidly than exponentially, an exponential tail will be nevertheless
generated in the probability distribution of the contact energy of good segments [7], as is also well known in the
context of Strong Disorder Renormalization Approaches [21]. In the following, we explain how this phenomenon
occurs within the particular details of the wetting model that we consider.

1. Initial coarse-graining

Let us perform an initial coarse graining as follows : the consecutive sites having a positive contact energy ǫ > 0
are grouped together into ’attractive’ segments, while the consecutive sites having a negative contact energy ǫ < 0
are grouped together into ’repulsive’ segments. In terms of the probabilities of positive and negative contact energies

p ≡
∫ +∞

0

dǫρ(ǫ)

1− p ≡
∫ 0

−∞
dǫρ(ǫ) (A1)
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the probability distributions X(x) and Y (y) of the lengths x = 1, 2, .. and y = 1, 2, .. of attractive and repulsive
segments reads respectively

X(x) = (1 − p)px−1

Y (y) = p(1− p)y−1 (A2)

Then a disorder realization (ǫ1, ǫ2, ...) of individual contact energies is recast into as a series of segments of lengths
(y1, x1, y2, x2, ...) draw with Eq. A2.
For a repulsive segment, the only important variable is the length y. But an attractive segment is characterized by

both its length x and its contact energy

E =
x
∑

j=1

ǫj (A3)

where the positive ǫj are drawn with the probability distribution

ρ+(ǫ) ≡
ρ(ǫ)θ(ǫ ≥ 0)

p
(A4)

The probability distribution X (E) of the energy E of an attractive segment of any length x reads

X (E) =
+∞
∑

x=1

X(x)

∫ +∞

0

dǫ1ρ+(ǫ1)...

∫ +∞

0

dǫxρ+(ǫx)δ(E −
x
∑

j=1

ǫj) (A5)

It is thus convenient to work with the Laplace transforms

ρ̂+(λ) ≡
∫ +∞

0

dǫρ+(ǫ)e
−λǫ =

1

p

∫ +∞

0

dǫρ(ǫ)e−λǫ (A6)

and

X̂ (λ) ≡
∫ +∞

0

dEe−λEX (E) (A7)

to translate Eq. A5 into

X̂ (λ) = (1 − p)

+∞
∑

x=1

px−1 [ρ̂+(λ)]
x
=

(1− p)ρ̂+(λ)

1− pρ̂+(λ)
(A8)

In this Appendix, we consider that ρ(ǫ) decays more rapidly than exponentially, so that ρ̂+(λ) exists for any
λ ∈]−∞,+∞[. However Eq. A8 displays a pole at the negative value λc = − 1

W
satisfying

1 = pρ̂+

(

λc = − 1

W

)

=

∫ +∞

0

dǫρ(ǫ)e
ǫ
W (A9)

The residue of the pole at λc in Eq. A8 reads

Res(X̂ (λ);λc) =
(1− p)ρ̂+(λc)

−pρ̂′+(λc)
=

(1− p) 1
p

∫ +∞
0 dǫρ(ǫ)ǫe

ǫ
W

(A10)

The Tauberian theorem then yields that X (E) decays as

X (E) ≃
E→+∞

Res(X̂ (λ);λc)e
λcE (A11)

In summary, the probability to have an energy E bigger than some large threshold η displays the exponential decay
(analogous to Eq. 10)

∫ +∞

η

dEX (E) ≃
η→+∞

Be−
η
W (A12)
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where the parameter W and the amplitude B are computed from the initial distribution ρ(ǫ) by

∫ +∞

0

dǫρ(ǫ)e
ǫ
W = 1 (A13)

and

B =W Res(X̂ (λ);λc) =
(1− p)W

p
∫ +∞
0

dǫρ(ǫ)ǫe
ǫ
W

(A14)

2. Strategy in each disordered sample

The Strong Disorder strategy described in section III A can be now adapted as follows. The first segment y1 with
negative contact energy is ’bad’ by definition. The second segment x1 is considered as ’good enough’ if its contact
energy E1 is greater than the entropic cost due to the previous bad segment y1

E1 > cT ln(y1) (A15)

If this condition is not satisfied, one asks whether x2 is a ’good enough segment’ satisfying

E2 > cT ln(y1 + x1 + y2) (A16)

and so on. So the first good-enough segment xn∗
1
corresponds to the first n satisfying

En > cT ln

(

n
∑

i=1

yi +
n−1
∑

i=1

xi

)

(A17)

and the corresponding gain for the logarithm of the partition function is

fn∗
1
=
En∗

1

T
− c ln





n∗
1
∑

i=1

yi +

n∗
1−1
∑

i=1

xi



 ≥ 0 (A18)

3. Probability π0(L = ∞) of zero contact on the half-infinite line

The probability π0(L = ∞) to find zero ’good enough segment’ on the half-infinite line satisfies (as Eq. 39)

lnπ0(L = ∞) = −
+∞
∑

n=1

u(n) (A19)

where the elementary term u(n) replacing Eq. 40 reads

u(n) = − ln

[

1− Prob

(

En > cT ln

(

n
∑

i=1

yi +
n−1
∑

i=1

xi

))]

= − ln



1−
n
∏

i=1

(

+∞
∑

yi=1

Y (yi))

n−1
∏

j=1

(

+∞
∑

xj=1

X(xj))

∫ +∞

cT ln(
∑

n
i=1 yi+

∑n−1
i=1 xi)

dEχ(E)]



 (A20)

For large n, it is convenient to introduce the rescaled variable

r ≡ 1

n

(

n
∑

i=1

yi +
n−1
∑

k=1

xi

)

(A21)

and its probability distribution Rn(r) that becomes concentrated around the averaged value

r = yi + xi =
1

p
+

1

1− p
=

1

p(1− p)
(A22)
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Using the asymptotic behavior of Eq. A12 the asymptotic behavior of Eq. A20 is given by

u(n) = − ln

[

1−
∫

drRn(r)

∫ +∞

cT ln(nr)

dEχ(E)]

]

≃
n→+∞

∫

drRn(r)Be
− cT

W
ln(nr) =

B
∫

drRn(r)r
− cT

W

n
cT
W

≃
n→+∞

B[p(1− p)]
cT
W

n
cT
W

(A23)

This corresponds to a power-law form analog to Eq. 41

u(n) ≃
n→+∞

A(T )

n
T
Tc

(A24)

with the critical temperature Tc =
W
c

as in Eq. 42 and the amplitude that now depends on the temperature

A(T ) = B [p(1− p)]
T
Tc (A25)

4. Probability p1(f) of the free-energy gain f of a ’good-enough segment’

From Eq. A12, one obtains that the probability distribution of the free-energy gain of Eq. A18 decays exponentially
as

p1(f) ∝
f→+∞

µe−µf (A26)

with the parameter µ = T
W

as in Eq. 110. At the critical temperature Tc = W
c

of Eq. 42, one recovers again

µc =
Tc

W
= 1

c
as in Eq. 111.

5. Special case of the binary distribution

The case of the binary distribution, where the contact energies can take only two values ±ǫ0 with probabilities p
and (1 − p) respectively

ρ(ǫ) = pδ(ǫ− ǫ0) + (1− p)δ(ǫ + ǫ0) (A27)

is more natural in the context of DNA denaturation where there are two types of base pairs. This case has to be
treated slightly differently, because the energy of a good segment of length x is now exactly proportional to its length
E = xǫ0 and is thus a discrete variable distributed with

X (E) =
+∞
∑

x=1

X(x)δ(E − xǫ0) = (1− p)
+∞
∑

x=1

px−1δ(E − xǫ0) (A28)

So the probability to have an energy E bigger than some large threshold η corresponds to the probability to have a
length x ≥ Int( η

ǫ0
) + 1

∫ +∞

η

dEX (E) = (1− p)

+∞
∑

x=Int( η
ǫ0

)+1

px−1 = p
Int( η

ǫ0
) ≃
η→+∞

e
− η

ǫ0
ln 1

p (A29)

so that the parameters W and B of Eq A12 read

W =
ǫ0

ln 1
p

(A30)

and

B = 1 (A31)
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6. Conclusion of the Appendix

The conclusion of this Appendix is that the Strong Disorder Renewal Approach described in the main text for the
simple case of an exponential distribution of the individual contact energies, can be adapted to other probability dis-
tributions that decay more rapidly than exponentially, provided one performs an initial coarse graining into attractive
and repulsive segments : an exponential tail of rare good segments is then generated with the parameters derived
above, and the analysis of the main text can be performed mutatis mutandis, without changing the critical scalings.
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