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#### Abstract

The generalization of the Dyson Brownian Motion approach of random matrices to Anderson Localization (AL) models [Chalker, Lerner and Smith PRL 77, 554 (1996)] and to Many-Body Localization (MBL) Hamiltonians [Serbyn and Moore arXiv:1508.07293] is revisited to extract the level repulsion exponent $\beta$, where $\beta=1$ in the delocalized phase governed by the Wigner-Dyson statistics, $\beta=0$ in the localized phase governed by the Poisson statistics, and $0<\beta_{c}<1$ at the critical point. The idea is that the Gaussian disorder variables $h_{i}$ are promoted to Gaussian stationary processes $h_{i}(t)$ in order to sample the disorder stationary distribution with some time correlation $\tau$. The statistics of energy levels can be then studied via Langevin and Fokker-Planck equations. For the MBL quantum spin Hamiltonian with random fields $h_{i}$, we obtain $\beta=2 q_{n, n+1}^{E A}(N) / q_{n, n}^{E A}(N)$ in terms of the Edwards-Anderson matrix $q_{n m}^{E A}(N) \equiv \frac{1}{N} \sum_{i=1}^{N}\left|<\phi_{n}\right| \sigma_{i}^{z}\left|\phi_{m}>\right|^{2}$ for the same eigenstate $m=n$ and for consecutive eigenstates $m=n+1$. For the Anderson Localization tight-binding Hamiltonian with random on-site energies $h_{i}$, we find $\beta=2 Y_{n, n+1}(N) /\left(Y_{n, n}(N)-Y_{n, n+1}(N)\right)$ in terms of the Density Correlation matrix $Y_{n m}(N) \equiv \sum_{i=1}^{N}\left|<\phi_{n}\right| i>\left.\right|^{2}|<i| \phi_{m}>\left.\right|^{2}$ for consecutive eigenstates $m=n+1$, while the diagonal element $m=n$ corresponds to the Inverse Participation Ratio $Y_{n n}(N) \equiv \sum_{i=1}^{N}\left|<\phi_{n}\right| i>\left.\right|^{4}$ of the eigenstate $\mid \phi_{n}>$.


## I. INTRODUCTION

The statistics of energy levels in quantum many-body systems has a long history since the pioneering work of Wigner [1] and Dyson [2] who introduced random matrices to understand the properties of spectra in nuclear physics [3, 4]. One essential property is the exponent $\beta$ governing the level repulsion in the probability distribution of the interval $s=E_{n+1}-E_{n}$ between two consecutive energy levels

$$
\begin{equation*}
P(s) \underset{s \rightarrow 0}{\propto} s^{\beta} \tag{1}
\end{equation*}
$$

that directly reflects how much the corresponding eigenstates 'see' each other. For real random matrices (GOE ensemble), the Wigner-Dyson statistics corresponds to the linear level repulsion [3, 4]

$$
\begin{equation*}
\beta^{G O E}=1 \tag{2}
\end{equation*}
$$

whereas other random ensembles lead to the other values $\beta=2, \beta=4[3,4]$. The other famous universality class is the Poisson statistics of independent random energies with no level repulsion

$$
\begin{equation*}
\beta^{\text {Poisson }}=0 \tag{3}
\end{equation*}
$$

In the field of quantum chaos, the Poisson statistics appears for systems whose classical dynamics is integrable [5], whereas the Wigner-Dyson statistics appears when the classical dynamics is chaotic [6].

In the field of Many-Body-Localization (MBL) (see the recent reviews [7, 8] and references therein), the WignerDyson statistics appears in the delocalized phase where the Eigenstate Thermalization Hypothesis (E.T.H.) [9-13] holds, whereas the Poisson statistics appears in the Many-Body Localized phase, which is characterized by an extensive number of emergent localized conserved operators [14-22]. These conserved operators can be for instance constructed via the RSRG-X procedure $[23-29]$ that generalize to the eigenstates the Fisher Strong Disorder Real Space RG for groundstates 30 32]. This RSRG-X approach breaks down as the MBL transition towards delocalization is approached as a consequence of resonances, and other types of RG have been proposed for the critical region [33, 34].

The statistics of energy levels can be considered as the simplest criterion to locate the Many-Body-Localization transition between these two phases 35 37], since the other criteria are based on the properties of eigenfunctions, in particular on their entanglement properties 37 40]. At criticality, one expects a non-trivial critical statistics intermediate between Wigner-Dyson and Poisson, i.e. with an intermediate level repulsion exponent

$$
\begin{equation*}
0<\beta^{c r i t i}<1 \tag{4}
\end{equation*}
$$

an intermediate level compressibility, and so on. These critical statistics have been much studied for Anderson localization transitions, where they are related to the multifractal properties of eigenfunctions (see the reviews 41]
and references therein). In particular, many results have been obtained in the 'weak-multifractality regime' where the statistics is close to the Wigner Dyson [41] and in the 'strong multifractality regime' where the statistics is close to Poisson 42-52]. For the Many-Body-Localization Transition, the singular perturbative approach around the Poisson limit has been studied in 53].

To better understand the level statistics for Random Matrices, Dyson has introduced the so-called Brownian motion model for the eigenvalues [54]. Chalker, Lerner and Smith 55] have adapted this approach to Anderson Localization models, in order to relate the level statistics to the properties of eigenstates. Very recently, Serbyn and Moore [56] have generalized this approach to Many-Body Localization models, to understand the level statistics in terms of the properties of matrix elements of local operators, whose behavior is expected to change at the transition 57]. In this paper we revisit this Brownian Dyson approach for Anderson Localization and Many-Body localization Hamiltonians in order to extract the level repulsion exponent $\beta$.

The paper is organized as follows. In section II, the Dyson Brownian approach is described for disordered Hamiltonians to obtain the Langevin equations for the rescaled energy levels in the middle of the spectrum. In section III, the case of Many-Body-Localization quantum spin Hamiltonian with random fields is analyzed in terms of EdwardsAnderson matrix elements. In section IV, the case of Anderson Localization models with random on-site energies is studied in terms of the Density correlation matrix between eigenstates. Our conclusions are summarized in section V and the two appendices contain some technical details.

## II. DYSON BROWNIAN MOTION FOR DISORDERED HAMILTONIANS

## A. Disordered Hamiltonian

In this section, the Dyson approach is described for Hamiltonians concerning $N$ sites of the form

$$
\begin{equation*}
H=H_{0}+\sum_{i=1}^{N} h_{i} O_{i} \tag{5}
\end{equation*}
$$

where $H_{0}$ is the non-random part, $O_{i}$ is a local operator on site $i$, and the $h_{i}$ are independent Gaussian variables of zero mean and variance $W^{2}$

$$
\begin{equation*}
G_{W^{2}}\left(h_{i}\right)=\frac{1}{\sqrt{2 \pi W^{2}}} e^{-\frac{h_{i}^{2}}{2 W^{2}}} \tag{6}
\end{equation*}
$$

that define the disorder realization.
The form of Eq. 5 is of course not restrictive, and one can adapt the method to other random terms like random couplings for instance, since the original Dyson approach is for fully random Hamiltonians, i.e. Random Matrices [54].

## B. Random variables $h_{i}$ promoted to stochastic processes $h_{i}(t)$

The Dyson idea is to promote the random variables $h_{i}$ into independent stochastic processes $h_{i}(t)[54$. 56 .
Since one wishes to have the Gaussian distributions of Eq. 6 as stationary distributions, the simplest possibility is to use Ornstein-Uhlenbeck processes, i.e. Gaussian stationary Markov processes, characterized by some time correlation $\tau$ (see for instance the textbooks [58 60]). They are defined by the Langevin equations

$$
\begin{equation*}
\frac{d h_{i}(t)}{d t}=-\frac{h_{i}(t)}{\tau}+\xi_{i}(t) \tag{7}
\end{equation*}
$$

with the linear restoring forces $\left(-h_{i}(t) / \tau\right)$ towards the origin and with the independent white noises

$$
\begin{align*}
<\xi_{i}(t)> & =0 \\
\left.<\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right)> & =2 \frac{W^{2}}{\tau} \delta\left(t-t^{\prime}\right) \delta_{i j} \tag{8}
\end{align*}
$$

Although present in the Dyson Brownian Motion paper [54], the restoring forces seem to have been neglected from the very beginning in the generalization to Anderson Localization [55] and to Many-Body-Localization [56]. Here we prefer to keep them for theoretical consistency, since they are necessary to have a stationary distribution for the disorder variables $h_{i}$.

## C. Reminder on the properties of a single Ornstein-Uhlenbeck process

The Langevin equation

$$
\begin{equation*}
\frac{d h(t)}{d t}=-\frac{h(t)}{\tau}+\xi(t) \tag{9}
\end{equation*}
$$

with the white noise $\xi(t)$ defined by its generating functional

$$
\begin{equation*}
<e^{i \int_{-\infty}^{+\infty} d t g(t) \xi(t)}>=e^{-\frac{W^{2}}{\tau} \int_{-\infty}^{+\infty} d t g^{2}(t)} \tag{10}
\end{equation*}
$$

with zero average and delta two-point-correlation

$$
\begin{align*}
<\xi(t)> & =0 \\
\left.<\xi(t) \xi\left(t^{\prime}\right)\right)> & =2 \frac{W^{2}}{\tau} \delta\left(t-t^{\prime}\right) \tag{11}
\end{align*}
$$

can be integrated to obtain

$$
\begin{equation*}
h(t)=\int_{-\infty}^{t} d t^{\prime} \xi\left(t^{\prime}\right) e^{-\frac{t-t^{\prime}}{\tau}} \tag{12}
\end{equation*}
$$

The average vanishes

$$
\begin{equation*}
<h(t)>\quad=0 \tag{13}
\end{equation*}
$$

and the two-point correlation decays exponentially

$$
\begin{align*}
<h\left(t_{1}\right) h\left(t_{2}\right)> & =\int_{-\infty}^{t_{1}} d t e^{-\frac{t_{1}-t}{\tau}} \int_{-\infty}^{t_{2}} d t^{\prime} e^{-\frac{t_{2}-t^{\prime}}{\tau}}<\xi(t) \xi\left(t^{\prime}\right)>=2 \frac{W^{2}}{\tau} \int_{-\infty}^{\min \left(t_{1}, t_{2}\right)} d t e^{\frac{2 t-t_{1}-t_{2}}{\tau}} \\
& =W^{2} e^{-\frac{\left|t_{1}-t_{2}\right|}{\tau}} \tag{14}
\end{align*}
$$

on the time scale $\tau$. The full generating functional reads

$$
\begin{equation*}
<e^{i \int_{-\infty}^{+\infty} d t g(t) h(t)}>=e^{-\frac{W^{2}}{2} \int_{-\infty}^{+\infty} d t_{1} \int_{-\infty}^{+\infty} d t_{2} g\left(t_{1}\right) g\left(t_{2}\right) e^{-\frac{\left|t_{1}-t_{2}\right|}{\tau}}} \tag{15}
\end{equation*}
$$

The corresponding Fokker-Planck equation for the probability $P_{t}(h)$ to have the value $h$ at time $t$ reads

$$
\begin{align*}
\partial_{t} P_{t}(h) & =-\partial_{h}\left[\left(-\frac{h}{\tau}\right) P_{t}(h)\right]+\frac{W^{2}}{\tau} \partial_{h}^{2} P_{t}(h) \\
& =\frac{1}{\tau} \partial_{h}\left[h P_{t}(h)+W^{2} \partial_{h} P_{t}(h)\right] \tag{16}
\end{align*}
$$

so that the stationary distribution

$$
\begin{equation*}
P_{*}(h)=\frac{1}{\sqrt{2 \pi W^{2}}} e^{-\frac{h^{2}}{2 W^{2}}} \tag{17}
\end{equation*}
$$

coincides with the disorder distribution of Eq. 6.

## D. Stochastic dynamics for the Hamiltonian in the fictitious time $t$

In summary, the random Hamiltonian of Eq. 5 has been promoted to the stochastic process in the fictitious time $t$

$$
\begin{equation*}
H(t)=H_{0}+\sum_{i=1}^{N} h_{i}(t) O_{i} \tag{18}
\end{equation*}
$$

and evolves according to

$$
\begin{equation*}
\frac{d H(t)}{d t}=\sum_{i=1}^{N} \frac{d h_{i}(t)}{d t} O_{i}=-\frac{1}{\tau} \sum_{i=1}^{N} h_{i}(t) O_{i}+\sum_{i=1}^{N} O_{i} \xi_{i}(t) \tag{19}
\end{equation*}
$$

with the $N$ white noises $\xi_{i}(t)$ of Eq. 8 The only new parameter is the correlation time $\tau$ governing the speed of the dynamics within the space of disorder realizations. Its choice as a function of the system size will be discussed later.

## E. Perturbation theory for a small time interval $\Delta t$

Let us introduce the spectral decomposition of the Hamiltonian $H(t)$ at time $t$

$$
\begin{equation*}
H(t)=\sum_{n=1}^{M} E_{n}(t)\left|\phi_{n}(t)><\phi_{n}(t)\right| \tag{20}
\end{equation*}
$$

where the $E_{n}(t)$ are the $M$ energy levels, with their associated normalized eigenvectors $\mid \phi_{n}(t)>$.
To compute the new eigenvalues $E_{n}(t+\Delta t)$ at time $t+\Delta t$ where the Hamiltonian reads

$$
\begin{align*}
H(t+\Delta t) & =H(t)+\Delta H(t) \\
\Delta H(t) & =-\frac{\Delta t}{\tau} \sum_{i=1}^{N} h_{i}(t) O_{i}+\sum_{i=1}^{N} O_{i} \int_{t}^{t+\Delta t} \xi_{i}(\tau) d \tau \tag{21}
\end{align*}
$$

one wishes to apply the standard perturbation theory to the difference $\Delta H(t)$, with the matrix elements

$$
\begin{equation*}
<\phi_{n}(t)|\Delta H(t)| \phi_{m}(t)>=-\frac{\Delta t}{\tau} \sum_{i=1}^{N} h_{i}(t)<\phi_{n}(t)\left|O_{i}\right| \phi_{m}(t)>+\sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{m}(t)>\int_{t}^{t+\Delta t} \xi_{i}(\tau) d \tau \tag{22}
\end{equation*}
$$

The first term is of order $\Delta t$, while the second term is of order $\sqrt{\Delta t}$, so one uses the second order perturbation formula to obtain

$$
\begin{align*}
& E_{n}(t+\Delta t)=E_{n}(t)+<\phi_{n}(t)|\Delta H(t)| \phi_{n}(t)>+\sum_{m \neq n} \frac{<\phi_{n}(t)|\Delta H(t)| \phi_{m}(t)><\phi_{m}(t)|\Delta H(t)| \phi_{n}(t)>}{E_{n}(t)-E_{m}(t)} \\
& =E_{n}(t)-\frac{\Delta t}{\tau} \sum_{i=1}^{N} h_{i}(t)<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>+\sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>\int_{t}^{t+\Delta t} \xi_{i}(\tau) d \tau \\
& +\sum_{m \neq n} \frac{\left[\sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{m}(t)>\int_{t}^{t+\Delta t} \xi_{i}(\tau) d \tau\right]\left[\sum_{j=1}^{N}<\phi_{m}(t)\left|O_{j}\right| \phi_{n}(t)>\int_{t}^{t+\Delta t} \xi_{j}\left(\tau^{\prime}\right) d \tau^{\prime}\right]}{E_{n}(t)-E_{m}(t)}+o(\Delta t) \tag{23}
\end{align*}
$$

## F. Langevin Equations for the energy levels

In the limit $\Delta t \rightarrow 0$, one obtains the Langevin equations

$$
\begin{equation*}
\frac{d E_{n}(t)}{d t}=F_{n}(t)+\Lambda_{n}(t) \tag{24}
\end{equation*}
$$

where the forces $F_{n}(t)$ are computed from the averages over the white noises $\xi_{i}(t)$

$$
\begin{align*}
F_{n}(t) & \equiv \lim _{\Delta t \rightarrow 0} \frac{<E_{n}(t+\Delta t)-E_{n}(t)>}{\Delta t} \\
& =-\frac{1}{\tau} \sum_{i=1}^{N} h_{i}(t)<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>+2 \frac{W^{2}}{\tau} \sum_{m \neq n} \frac{\sum_{i=1}^{N}\left|<\phi_{n}(t)\right| O_{i}\left|\phi_{m}(t)>\right|^{2}}{E_{n}(t)-E_{m}(t)} \tag{25}
\end{align*}
$$

and where the Langevin noises read

$$
\begin{equation*}
\Lambda_{n}(t) \equiv \sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>\xi_{i}(t) \tag{26}
\end{equation*}
$$

so that their average values vanish

$$
\begin{equation*}
<\Lambda_{n}(t)>=0 \tag{27}
\end{equation*}
$$

and their two-point correlations read

$$
\begin{align*}
<\Lambda_{n}(t) \Lambda_{m}\left(t^{\prime}\right)> & =\sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>\sum_{j=1}^{N}<\phi_{m}(t)\left|O_{j}\right| \phi_{m}(t)><\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)> \\
& =2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau} \sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)><\phi_{m}(t)\left|O_{i}\right| \phi_{m}(t)> \tag{28}
\end{align*}
$$

## G. Rescaling the energies with the level spacing $\Delta_{N}$

It is convenient to rescale the energies

$$
\begin{equation*}
E_{n}(t)=\Delta_{N} e_{n}(t) \tag{29}
\end{equation*}
$$

with the level spacing $\Delta_{N}$ in the middle of the spectrum, in order to work with rescaled energies $e_{n}(t)$ of order $O(1)$.
Then the Langevin Eq. 24 become for the rescaled energies $e_{n}(t)$

$$
\begin{equation*}
\frac{d e_{n}(t)}{d t}=f_{n}(t)+\lambda_{n}(t) \tag{30}
\end{equation*}
$$

with the rescaled forces

$$
\begin{equation*}
f_{n}(t) \equiv \frac{F_{n}(t)}{\Delta_{N}}=-\frac{1}{\tau \Delta_{N}} \sum_{i=1}^{N} h_{i}(t)<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)>+\frac{2}{\tau \Delta_{N}^{2}} W^{2} \sum_{m \neq n} \frac{\sum_{i=1}^{N}\left|<\phi_{n}(t)\right| O_{i}\left|\phi_{m}(t)>\right|^{2}}{e_{n}(t)-e_{m}(t)} \tag{31}
\end{equation*}
$$

and the rescaled Langevin noises

$$
\begin{equation*}
\lambda_{n}(t) \equiv \frac{\Lambda_{n}(t)}{\Delta_{N}} \tag{32}
\end{equation*}
$$

with the two-point correlations

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>=\frac{<\Lambda_{n}(t) \Lambda_{m}\left(t^{\prime}\right)>}{\Delta_{N}^{2}}=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau \Delta_{N}^{2}} \sum_{i=1}^{N}<\phi_{n}(t)\left|O_{i}\right| \phi_{n}(t)><\phi_{m}(t)\left|O_{i}\right| \phi_{m}(t)> \tag{33}
\end{equation*}
$$

## III. APPLICATION TO MANY-BODY-LOCALIZATION HAMILTONIANS

## A. Quantum spin chain with random fields

In this section, following [56], we consider the quantum spin chain of $N$ sites with an Hilbert space of size $M=2^{N}$ of the form of Eq. 5 with $O_{i}=\sigma_{i}^{z}$

$$
\begin{equation*}
H=H_{0}+\sum_{i=1}^{N} h_{i} \sigma_{i}^{z} \tag{34}
\end{equation*}
$$

The non-random part can be for instance the Heisenberg Hamiltonian, since this is the model where the MBL transition has been studied numerically on the largest sizes 37].

In the middle of the spectrum, the level spacing scales as

$$
\begin{equation*}
\Delta_{N}=N^{\frac{1}{2}} 2^{-N} \tag{35}
\end{equation*}
$$

## B. The doubly stochastic Edwards-Anderson matrix

Let us now analyze the matrix elements appearing in the Langevin equations.
In the middle of the spectrum, the matrix elements of the magnetization $\sigma_{i}^{z}$ at a given point $i$

$$
\begin{equation*}
m_{n m}[i] \equiv<\phi_{n}(t)\left|\sigma_{i}^{z}\right| \phi_{m}(t)> \tag{36}
\end{equation*}
$$

are expected to be of random sign, uncorrelated with the sign of $h_{i}(t)$. It is thus appropriate to consider their squares, i.e. the Edwards-Anderson order parameters as in the field of spin-glasses 61].

The local Edwards-Anderson matrix

$$
\begin{equation*}
q_{n m}^{E A}[i] \equiv\left|<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{m}(t)>\left.\right|^{2}=<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{m}(t)><\phi_{m}(t)\right| \sigma_{i}^{z} \mid \phi_{n}(t)> \tag{37}
\end{equation*}
$$

is doubly stochastic, i.e. it is a square matrix of size $M \times M$ of non-negative real numbers, where the sums over any row or any column is unity

$$
\begin{equation*}
\sum_{n=1}^{M} q_{n m}^{E A}[i]=1=\sum_{m=1}^{M} q_{n m}^{E A}[i] \tag{38}
\end{equation*}
$$

as a consequence of the completeness identity

$$
\begin{equation*}
\sum_{n=1}^{M}\left|\phi_{n}(t)><\phi_{n}(t)\right|=I d \tag{39}
\end{equation*}
$$

and the Pauli matrix identity $\left(\sigma_{i}^{z}\right)^{2}=1$. Doubly stochastic matrices appear very often in quantum mechanics (see for instance $13,62,63]$ ).

The global Edwards-Anderson matrix of elements

$$
\begin{equation*}
q_{n m}^{E A}(N) \equiv \frac{1}{N} \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{m}(t)>\right|^{2}=\frac{1}{N} \sum_{i=1}^{N} q_{n m}^{E A}[i] \tag{40}
\end{equation*}
$$

is thus also doubly stochastic

$$
\begin{equation*}
\sum_{n=1}^{M} q_{n m}^{E A}[N]=1=\sum_{m=1}^{M} q_{n m}^{E A}[N] \tag{41}
\end{equation*}
$$

In the thermodynamic limit $N \rightarrow+\infty$, the spatial average of Eq. 40 can be considered as equivalent to a disorderaverage for the local Edwards Anderson matrix element

$$
\begin{equation*}
q_{n m}^{E A}(N) \simeq \overline{q_{n m}^{E A}[i]} \tag{42}
\end{equation*}
$$

In the middle of the spectrum, one expects that the diagonal Edwards-Anderson spin-glass order parameter within an eigenstate $n$ will not depend on the precise eigenstate $n$

$$
\begin{equation*}
q_{n n}^{E A}(N) \equiv \frac{1}{N} \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{n}(t)>\right|^{2} \simeq q_{d i a g}^{E A}(N) \tag{43}
\end{equation*}
$$

When the two states differ $n \neq m$, we keep the notation $q_{n m}^{E A}(N)$ and postpone the discussion on the dependence with respect to the positions of the two eigenstates.

## C. Matrix elements involved in the Langevin noises

The diagonal Edwards-Anderson spin-glass order parameter of Eq. 43 directly appears in the diagonal correlations of the Langevin noises of Eq. 33

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{n}\left(t^{\prime}\right)>=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau \Delta_{N}^{2}} N q_{d i a g}^{E A}(N) \tag{44}
\end{equation*}
$$

The off-diagonal correlations of Eq. 33 for $n \neq m$ involve a sum over the sites $i=1,2, . ., N$ of terms $m_{n n}(i) m_{m m}(i)$ that are of random signs in the middle of the spectrum (For the ergodic phase, where E.T.H. at infinite temperature means that eigenvectors are like random vectors in the Hilbert space, the explicit computation of the vanishing correlation in the thermodynamic limit between the magnetizations $m_{n n}(i)$ and $m_{m m}(i)$ on the same site for two different eigenvectors $n \neq m$ is given in Appendix A section 3). So the order of magnitude of this sum of terms $m_{n n}(i) m_{m m}(i)$ of zero mean may be evaluated from its variance

$$
\begin{equation*}
\sum_{i=1}^{N} m_{n n}(i) m_{m m}(i) \simeq \pm \sqrt{\sum_{i=1}^{N} m_{n n}^{2}(i) m_{m m}^{2}(i)} \simeq \pm \sqrt{N q_{n n}^{E A}(N) q_{m m}^{E A}(N)} \simeq \pm \sqrt{N} q_{\text {diag }}^{E A}(N) \tag{45}
\end{equation*}
$$

Thus the off-diagonal correlation for $n \neq m$

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>= \pm 2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau \Delta_{N}^{2}} \sqrt{N} q_{\text {diag }}^{E A}(N) \tag{46}
\end{equation*}
$$

are suppressed by a factor $1 / \sqrt{N}$ with respect to the diagonal correlations of Eq. 44. In the following, the off-diagonal correlations are thus neglected, i.e. Eq. 33 is replaced by

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>\underset{N \rightarrow+\infty}{\simeq}=2 \delta\left(t-t^{\prime}\right) \delta_{n, m} \frac{W^{2}}{\tau \Delta_{N}^{2}} N q_{\text {diag }}^{E A}(N) \tag{47}
\end{equation*}
$$

## D. Matrix elements involved in the Langevin forces

The second term of the forces of Eq. 31 involves the off-diagonal value $q_{n \neq m}^{E A}(N)$.
The order of magnitude of the first term in Eq. 31 corresponding to a sum of terms of random signs may be evaluated by

$$
\begin{equation*}
\sum_{i=1}^{N} h_{i}(t) m_{n n}(i) \simeq \pm \sqrt{\sum_{i=1}^{N} h_{i}^{2}(t) m_{n n}^{2}(i)} \simeq \pm \sqrt{W^{2} \sum_{i=1}^{N} m_{n n}^{2}(i)} \simeq \pm \sqrt{W^{2} N q_{n n}^{E A}(N)} \simeq \pm \sqrt{W^{2} N q_{d i a g}^{E A}(N)} \tag{48}
\end{equation*}
$$

## E. Choice of the correlation time $\tau_{N}$ as a function of the system-size $N$

The off-diagonal Edwards-Anderson cannot be greater than the diagonal order parameter of Eq. 43

$$
\begin{equation*}
q_{n \neq m}^{E A}(N) \leq q_{\text {diag }}^{E A}(N) \tag{49}
\end{equation*}
$$

As a consequence, to obtain Langevin equations independent of the system size $N$ in the thermodynamic limit $N \rightarrow+\infty$ in the middle of the spectrum, the correlation time $\tau_{N}$ has to be chosen to make the amplitude of the noise in Eq. 47 size-independent with some fixed $\tau_{0}$

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>\underset{N \rightarrow+\infty}{\simeq}=2 \delta\left(t-t^{\prime}\right) \delta_{n, m} \frac{W^{2}}{\tau_{0}} \tag{50}
\end{equation*}
$$

Using Eq. 35 for the level spacing $\Delta_{N}$, one thus obtains the choice

$$
\begin{equation*}
\tau_{N}=\tau_{0} \frac{N q_{\text {diag }}^{E A}(N)}{\Delta_{N}^{2}}=\tau_{0} 2^{2 N} q_{\text {diag }}^{E A}(N) \tag{51}
\end{equation*}
$$

The physical meaning of this scaling is related to the adiabatic theorem : the eigenstates of the time-varying Hamiltonian $H(t)$ can be followed in time only if the dynamics is sufficiently slow with respect to the spectrum.

With this choice, the force of Eq. 31reads

$$
\begin{align*}
f_{n}(t) & =-\frac{1}{\tau_{N} \Delta_{N}} \sum_{i=1}^{N} h_{i}(t) m_{n n}(i)+\frac{2}{\tau_{N} \Delta_{N}^{2}} W^{2} \sum_{m \neq n} \frac{N q_{n m}^{E A}(N)}{e_{n}(t)-e_{m}(t)} \\
& =-\frac{1}{\tau_{0} N^{\frac{1}{2}} 2^{N} q_{\text {diag }}^{E A}(N)} \sum_{i=1}^{N} h_{i}(t) m_{n n}(i)+\frac{2}{\tau_{0} q_{\text {diag }}^{E A}(N)} W^{2} \sum_{m \neq n} \frac{q_{n m}^{E A}(N)}{e_{n}(t)-e_{m}(t)} \tag{52}
\end{align*}
$$

From the estimation of the amplitude of Eq. 48, one obtains that the order of magnitude of the first term is

$$
\begin{equation*}
\frac{1}{\tau_{0} N^{\frac{1}{2}} 2^{N} q_{d i a g}^{E A}(N)} \sum_{i=1}^{N} h_{i}(t) m_{n n}(i) \simeq \pm \frac{W}{\tau_{0} 2^{N} \sqrt{q_{\text {diag }}^{E A}(N)}} \tag{53}
\end{equation*}
$$

Using Eq. 41 and Eq. 49, one obtains the bound

$$
\begin{equation*}
q_{d i a g}^{E A}(N) \geq \frac{1}{M}=2^{-N} \tag{54}
\end{equation*}
$$

As a consequence, the denominator of Eq. 53 is always greater than $\sqrt{2^{N}}$, so the first term of the force is always negligible in the thermodynamic limit.

So in the thermodynamic limit, the Langevin forces read

$$
\begin{equation*}
f_{n}(t)=\frac{W^{2}}{\tau_{0}} \sum_{m \neq n} \frac{\beta_{n m}(N)}{e_{n}(t)-e_{m}(t)} \tag{55}
\end{equation*}
$$

where we have introduced the ratios

$$
\begin{equation*}
\beta_{n m}(N)=\equiv \frac{2 q_{n m}^{E A}(N)}{q_{d i a g}^{E A}(N)}=\beta_{m n}(N) \tag{56}
\end{equation*}
$$

## F. Fokker-Planck equation for the energy levels

Let us summarize the output of the previous sections. The Langevin equations for the rescaled energies $e_{n}(t)$ read

$$
\begin{equation*}
\frac{d e_{n}(t)}{d t}=f_{n}(t)+\lambda_{n}(t) \tag{57}
\end{equation*}
$$

with the Langevin noises $\lambda_{n}(t)$ of correlations

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>=2 \delta\left(t-t^{\prime}\right) \delta_{n, m} \frac{W^{2}}{\tau_{0}} \tag{58}
\end{equation*}
$$

provided the choice of the time correlation of Eq. 51 for the fictitious dynamics, and the forces

$$
\begin{equation*}
f_{n}(t)=\frac{W^{2}}{\tau_{0}} \sum_{m \neq n} \frac{\beta_{n m}(N)}{e_{n}(t)-e_{m}(t)} \tag{59}
\end{equation*}
$$

where the important parameters are the $\beta_{n m}(N)$ of Eq. 56
The corresponding Fokker-Planck equation for the probability $P_{t}\left(e_{1}, . ., e_{M}\right)$ to have the energies $\left(e_{1}, . ., e_{M}\right)$ at time $t$ reads

$$
\begin{align*}
\partial_{t} P_{t}\left(e_{1}, . ., e_{M}\right) & =-\sum_{n=1}^{M} \partial_{e_{n}}\left[f_{n}\left(e_{1}, . ., e_{M}\right) P_{t}\left(e_{1}, . ., e_{M}\right)\right]+\frac{W^{2}}{\tau_{0}} \sum_{n=1}^{M} \partial_{e_{n}}^{2} P_{t}\left(e_{1}, . ., e_{N}\right) \\
& =\frac{W^{2}}{\tau_{0}} \sum_{n=1}^{M} \partial_{e_{n}}\left[-\left(\sum_{m \neq n} \frac{\beta_{n m}(N)}{e_{n}(t)-e_{m}(t)}\right) P_{t}\left(e_{1}, . ., e_{M}\right)+\partial_{e_{n}} P_{t}\left(e_{1}, . ., e_{N}\right)\right] \tag{60}
\end{align*}
$$

so that the stationary distribution reads in the middle of the spectrum

$$
\begin{equation*}
P_{*}\left(e_{1}, . ., e_{M}\right) \propto \prod_{n<m}\left|e_{n}-e_{m}\right|^{\beta_{n m}(N)} \tag{61}
\end{equation*}
$$

i.e. the level repulsion between the two eigenvalues $e_{n}$ and $e_{m}$ is governed by the ratio $\beta_{n m}(N)$ of Eq. 56 between the corresponding Edwards-Anderson matrix elements.

## G. Analysis in the delocalized phase

In the delocalized phase where the Eigenstate Thermalization Hypothesis (E.T.H.) holds, eigenstates in the middle of the spectrum can be approximated by random vectors in the Hilbert space of size $M=2^{N}$.

Then one obtains (see Appendix A) that the the diagonal value $q_{d i a g}^{\text {deloc }}(N)(\mathrm{Eq} \mathrm{A10})$ and the off-diagonal value ( Eq A22) read

$$
\begin{array}{ll}
q_{\text {diag }}^{E A}(N) & \underset{N \rightarrow+\infty}{\simeq} \frac{2}{2^{N}} \\
q_{n \neq m}^{E A}(N) & \underset{N \rightarrow+\infty}{\simeq} \frac{1}{2^{N}} \tag{62}
\end{array}
$$

i.e. they both decay as $1 / 2^{N}$, and the ratio of Eq. 56 takes the simple GOE value as it should

$$
\begin{equation*}
\beta_{n m}^{\text {deloc }}(N)=\frac{2 q_{n \neq m}^{E A}(N)}{q_{\text {diag }}^{E A}(N)} \underset{N \rightarrow+\infty}{\propto} 1 \tag{63}
\end{equation*}
$$

In addition, the behavior of $q_{\text {diag }}^{E A}(N) \propto 2^{-N}$ yields that the correlation time of Eq. 51 scales as

$$
\begin{equation*}
\tau_{N}^{\text {deloc }}=\tau_{0} 2^{2 N} q_{\text {diag }}^{E A}(N)=2 \tau_{0} 2^{N} \tag{64}
\end{equation*}
$$

## H. Analysis in the localized phase

Let us first consider the infinitely strong localized phase, where the $2^{N}$ eigenstates are simply given by tensor products in the $\sigma^{z}$ basis

$$
\begin{equation*}
\left|\phi_{n}(t)>=\right| S_{1}, . ., S_{N}> \tag{65}
\end{equation*}
$$

Then the diagonal Edwards-Anderson order parameter reaches its maximal value unity

$$
\begin{equation*}
q_{d i a g}^{E A}(N) \equiv \frac{1}{N} \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{n}(t)>\right|^{2}=1 \tag{66}
\end{equation*}
$$

whereas the off-diagonal Edwards-Anderson order parameters completely vanish

$$
\begin{equation*}
q_{n \neq m}^{E A}(N) \equiv \frac{1}{N} \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| \sigma_{i}^{z}\left|\phi_{m}(t)>\right|^{2}=0 \tag{67}
\end{equation*}
$$

so the ratio of Eq. 56 also vanishes and gives the Poisson value with no level repulsion as it should

$$
\begin{equation*}
\beta_{n m}^{\text {strongloc }}(N)=0 \tag{68}
\end{equation*}
$$

Here the correlation time of Eq. 51 scales as

$$
\begin{equation*}
\tau_{N}^{\text {strongloc }}=\tau_{0} 2^{2 N} \tag{69}
\end{equation*}
$$

i.e. it is much bigger than in the delocalized phase (Eq. 64).

In the localized phase with an arbitrary finite localization length $\xi$, the simplest guess is that each region of length $\xi$ with an Hilbert space of size $2^{\xi}$ is 'delocalized' leading to a diagonal Edwards-Anderson order parameter of order (Eq. 62 with the replacement $N \rightarrow \xi$ )

$$
\begin{equation*}
q_{d i a g}^{E A}(N) \simeq \frac{2}{2^{\xi}} \tag{70}
\end{equation*}
$$

Then the double stochasticity condition of Eq. 41 leads to the following generic exponential decay for the off-diagonal value

$$
\begin{equation*}
q_{n \neq m}^{E A}(N) \propto \frac{1}{2^{N}} \tag{71}
\end{equation*}
$$

Another way to arrive at the same conclusion is explained in Ref [57] in terms of the Local Integrals of Motion (LIOMs) that characterize the Many-Body Localized phase : two generic eigenstates have different LIOMs everywhere, so the matrix element of a local operator involves the tunneling of the excitation through the entire system, and this tunneling is exponentially suppressed.

The exponentially rare pairs of eigenstates $(n, m)$ that can have a finite off-diagonal value $q_{n \neq m}^{E A}(N)$ are the states corresponding to only one or a few different LIOMS in the region of the local operator, but these states are not consecutive levels in the spectrum of the whole system.

Eq 71 yields that the level repulsion index converges exponentially towards zero (Eq. 68) as

$$
\begin{equation*}
\beta_{n m}^{l o c}(N) \propto 2^{-(N-\xi)} \tag{72}
\end{equation*}
$$

i.e the finite-size scaling would not involve the standard ratio of the lengths $N / \xi$, but the ratio of the sizes of the corresponding Hilbert spaces $2^{N} / 2^{\xi}$.

## I. Analysis at the critical point

At criticality where the localization length $\xi$ diverges, one expects that the diagonal value $q_{\text {diag }}^{E A}(N)$ does not remain finite in the thermodynamic limit $N \rightarrow+\infty$, and that the off-diagonal value $q_{n, n+1}^{E A}(N)$ between two consecutive levels diplays the same size-decay as the diagonal value. Their ratio then produces a non-trivial value for the level repulsion exponent

$$
\begin{equation*}
0<\beta_{c}=\frac{2 q_{n, n+1}^{E A}(N)}{q_{d i a g}^{E A}(N)}<1 \tag{73}
\end{equation*}
$$

that can be anywhere between the Poisson limit $\beta=0$ and the Wigner-Dyson limit $\beta=1$ depending on the MBL model.

In analogy with the Anderson Localization Transition case described in section IV G it is tempting to speculate as in Ref [56] that some multifractality appears in matrix elements. Indeed, besides Anderson localization transitions where multifractality has been much studied [41], multifractal properties are actually generic at random critical points [64-76]. In Ref [56], this multifractality is used to obtain that the critical off-diagonal value $q_{n, m}^{E A}(N)$ decays for large energy separation $\left|e_{n}-e_{m}\right|$, so that the effective repulsive interaction between eigenvalues becomes short-ranged with respect to the energy separation, which is necessary to obtain a non-vanishing compressibility $0<\chi_{c}<1$ and the exponent $\gamma_{c}=1$ at large distance in the semi-Poisson probability distribution of the level-spacing (see more details and numerical results in [56] in relation with the plasma model [77]).

## IV. DYSON BROWNIAN APPROACH FOR ANDERSON LOCALIZATION MODELS

## A. Anderson Localization models

In this section, the Dyson approach is applied to the Anderson Localization model for a single particle in a volume of $N=L^{d}$ sites

$$
\begin{equation*}
H=H_{0}+\sum_{i=1}^{N} h_{i}|i><i| \tag{74}
\end{equation*}
$$

where the Gaussian $h_{i}$ are the random on-site energies, and where $H_{0}$ contains the hopping terms. This corresponds to Eq. 5 with the local operators $O_{i}=|i><i|$. The original application of the Dyson approach to Anderson Localization models was formulated with continuum space [55].

The Hilbert space is of size $M=N=L^{d}$, and the level spacing in the middle of the spectrum is

$$
\begin{equation*}
\Delta_{N}=\frac{1}{N}=\frac{1}{L^{d}} \tag{75}
\end{equation*}
$$

## B. Density Correlation matrix

Here in the Langevin equations, the underlying doubly stochastic matrix is the Density Correlation matrix

$$
\begin{equation*}
Y_{n, m}(N) \equiv \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| i>\left.\right|^{2}|<i| \phi_{m}(t)>^{2} \mid \tag{76}
\end{equation*}
$$

that satisfies

$$
\begin{equation*}
\sum_{n=1}^{M} Y_{n, m}(N)=1=\sum_{m=1}^{M} Y_{n, m}(N) \tag{77}
\end{equation*}
$$

as a consequence of the completeness identity for the basis of eigenstates (Eq. 39) and for the spatial basis

$$
\begin{equation*}
\sum_{i=1}^{N}|i><i|=I d \tag{78}
\end{equation*}
$$

As stressed in [63], the matrices of the form of Eq. 76 have the additional property to be factorizable into the product of a matrix $R$ and its transpose $R^{t}$

$$
\begin{equation*}
Y_{n, m}(N) \equiv\left(R R^{t}\right)_{n, m} \tag{79}
\end{equation*}
$$

where the matrix $R$, with left index corresponding to eigenstates $n$ and with right index corresponding to spatial positions $i$

$$
\begin{equation*}
R_{n, i} \equiv\left|<\phi_{n}(t)\right| i>^{2} \mid \tag{80}
\end{equation*}
$$

is also doubly stochastic

$$
\begin{equation*}
\sum_{n=1}^{N} R_{n, i}=1=\sum_{i=1}^{N} R_{n, i} \tag{81}
\end{equation*}
$$

The diagonal elements are the well known Inverse Participation Ratios [41] of index $q=2$ for a single eigenstate $\phi_{n}(t)$ : again in the middle of the spectrum, we will consider that it does not depend on the precise eigenstate $n$

$$
\begin{equation*}
Y_{d i a g}(N)=Y_{n, n}(N)=\sum_{i=1}^{N}\left|<\phi_{n}(t)\right| i>\left.\right|^{4} \tag{82}
\end{equation*}
$$

They appear in the Langevin noise correlations for $n=m$

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{n}\left(t^{\prime}\right)>=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau \Delta_{N}^{2}} Y_{\text {diag }}(N) \tag{83}
\end{equation*}
$$

The off-diagonal value that represents the density correlation between different eigenstates $n \neq m$ [55]

$$
\begin{equation*}
Y_{n \neq m}(N)=\sum_{i=1}^{N}\left|<\phi_{n}(t)\right| i>\left.\right|^{2}\left|<\phi_{m}(t)\right| i>\left.\right|^{2}=Y_{m n}(N) \tag{84}
\end{equation*}
$$

appear both in the forces

$$
\begin{equation*}
f_{n}(t)=-\frac{1}{\tau \Delta_{N}} \sum_{i=1}^{N} h_{i}(t)\left|<\phi_{n}(t)\right| i>\left.\right|^{2}+\frac{2}{\tau \Delta_{N}^{2}} W^{2} \sum_{m \neq n} \frac{Y_{n m}(N)}{e_{n}(t)-e_{m}(t)} \tag{85}
\end{equation*}
$$

and in the off-diagonal correlations of the noise

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau \Delta_{N}^{2}} Y_{n m}(N) \tag{86}
\end{equation*}
$$

## C. Choice of the correlation time $\tau_{N}$ as a function of the system-size $N$

The off-diagonal elements of Eq. 84 cannot be greater than the diagonal value $Y_{\text {diag }}$

$$
\begin{equation*}
Y_{n \neq m}(N) \leq Y_{\text {diag }}(N) \tag{87}
\end{equation*}
$$

As a consequence, to obtain Langevin equations independent of the system size $N$ in the thermodynamic limit $N \rightarrow+\infty$ in the middle of the spectrum, the correlation time $\tau_{N}$ has to be chosen to make the diagonal correlation of the noise in Eq. 83 size-independent

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{n}\left(t^{\prime}\right)>\underset{N \rightarrow+\infty}{\simeq}=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau_{0}} \tag{88}
\end{equation*}
$$

Using Eq. 75 for the level spacing $\Delta_{N}$, one obtains the choice

$$
\begin{equation*}
\tau_{N}=\tau_{0} \frac{Y_{\operatorname{diag}}(N)}{\Delta_{N}^{2}}=\tau_{0} N^{2} Y_{\text {diag }}(N) \tag{89}
\end{equation*}
$$

As before, the physical meaning of this scaling is the adiabatic theorem.
With this choice, the off-diagonal correlator reads

$$
\begin{equation*}
<\lambda_{n}(t) \lambda_{m}\left(t^{\prime}\right)>=2 \delta\left(t-t^{\prime}\right) \frac{W^{2}}{\tau_{0}} \frac{Y_{n m}(N)}{Y_{\text {diag }}(N)} \tag{90}
\end{equation*}
$$

and the forces become

$$
\begin{equation*}
f_{n}(t)=-\frac{1}{N \tau_{0} Y_{\text {diag }}(N)} \sum_{i=1}^{N} h_{i}(t)\left|<\phi_{n}(t)\right| i>\left.\right|^{2}+\frac{2}{\tau_{0} Y_{\text {diag }}(N)} W^{2} \sum_{m \neq n} \frac{Y_{n m}(N)}{e_{n}(t)-e_{m}(t)} \tag{91}
\end{equation*}
$$

Since the $h_{i}$ are Gaussian variables of random sign, the amplitude of the first term can be estimated as

$$
\begin{equation*}
\frac{1}{N \tau_{0} Y_{\text {diag }}(N)} \sum_{i=1}^{N} h_{i}(t)\left|<\phi_{n}(t)\right| i>\left.\right|^{2} \simeq \pm \frac{1}{N \tau_{0} Y_{\text {diag }}(N)} \sqrt{W^{2} \sum_{i=1}^{N}\left|<\phi_{n}(t)\right| i>\left.\right|^{4}}= \pm \frac{W}{N \tau_{0}\left(Y_{\text {diag }}(N)\right)^{\frac{1}{2}}} \tag{92}
\end{equation*}
$$

Eq. 77 and 87 yields the bound

$$
\begin{equation*}
Y_{d i a g}(N) \geq \frac{1}{N} \tag{93}
\end{equation*}
$$

so the denominator of Eq. 92 cannot be smaller than $N^{1 / 2}$. The first term of the force can thus be neglected in the thermodynamic limit $N \rightarrow+\infty$, i.e. the forces reduce to

$$
\begin{equation*}
f_{n}(t)=\frac{2}{\tau_{0} Y_{\text {diag }}(N)} W^{2} \sum_{m \neq n} \frac{Y_{n m}(N)}{e_{n}(t)-e_{m}(t)} \tag{94}
\end{equation*}
$$

## D. Fokker-Planck equation

The Fokker-Planck equation associated to the above Langevin dynamics reads

$$
\begin{align*}
& \frac{\tau_{0}}{W^{2}} \partial_{t} P_{t}\left(e_{1}, . ., e_{M}\right)=\sum_{n=1}^{M} \partial_{e_{n}}\left[-\left(\frac{2}{Y_{\text {diag }}(N)} \sum_{m \neq n} \frac{Y_{n m}(N)}{e_{n}(t)-e_{m}(t)}\right) P_{t}\left(e_{1}, . ., e_{M}\right)\right] \\
& +\sum_{n=1}^{M} \partial_{e_{n}}^{2} P_{t}\left(e_{1}, . ., e_{N}\right)+\sum_{n \neq m} \partial_{e_{n}} \partial_{e_{m}}\left(\frac{Y_{n m}(N)}{Y_{\text {diag }}(N)} P_{t}\left(e_{1}, . ., e_{N}\right)\right) P_{t}\left(e_{1}, . ., e_{N}\right)  \tag{95}\\
& =\sum_{n=1}^{M} \partial_{e_{n}}\left[-\left(\sum_{m \neq n} \frac{\left(\frac{2 Y_{n m}(N)}{Y_{\text {diag }}(N)}\right)}{e_{n}(t)-e_{m}(t)}\right) P_{t}\left(e_{1}, . ., e_{M}\right)+\partial_{e_{n}} P_{t}\left(e_{1}, . ., e_{N}\right)+\sum_{m \neq n} \partial_{e_{m}}\left(\frac{Y_{n m}(N)}{Y_{\text {diag }}(N)} P_{t}\left(e_{1}, . ., e_{N}\right)\right)\right]
\end{align*}
$$

In the middle of the spectrum, we look for a stationary distribution with some exponents $\beta_{n m}(N)$

$$
\begin{equation*}
P_{*}\left(e_{1}, . ., e_{M}\right) \propto \prod_{n<m}\left|e_{n}-e_{m}\right|^{\beta_{n m}(N)} \tag{96}
\end{equation*}
$$

This form satisfies the properties

$$
\begin{equation*}
\partial_{e_{m}} P_{*}\left(e_{1}, . ., e_{M}\right)=P_{*}\left(e_{1}, . ., e_{M}\right) \sum_{m^{\prime} \neq m} \frac{\beta_{m m^{\prime}}(N)}{e_{m}(t)-e_{m^{\prime}}(t)} \tag{97}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m \neq n} \partial_{e_{m}} P_{*}\left(e_{1}, . ., e_{M}\right)=-\partial_{e_{n}} P_{*}\left(e_{1}, . ., e_{M}\right) \tag{98}
\end{equation*}
$$

As a consequence, the stationary Fokker-Planck Equation is satisfied by the form of Eq. 96 with the exponents

$$
\begin{equation*}
\beta_{n m}(N)=\frac{2 Y_{n m}(N)}{Y_{\operatorname{diag}}(N)-Y_{n m}(N)} \tag{99}
\end{equation*}
$$

## E. Scaling in the localized phase

In the localized phase, the Inverse Participation Ratio $Y_{\text {diag }}(N)$, which represents an order parameter of the Localized Phase, remains finite in the thermodynamic limit

$$
\begin{equation*}
Y_{\text {diag }}(N) \underset{N \rightarrow+\infty}{\simeq} Y_{\text {diag }}(\infty)>0 \tag{100}
\end{equation*}
$$

whereas its off-diagonal version $Y_{n \neq m}(N)$ is expected to vanish exponentially beyond the localization length $\xi$

$$
\begin{equation*}
Y_{n \neq m}(N) \underset{L \gg \xi}{\propto} e^{-\frac{L}{\xi}} \tag{101}
\end{equation*}
$$

The rare pairs of eigenstates $(n, m)$ that can have a finite off-diagonal value $Y_{n \neq m}(N)$ are the states whose localization centers are separated by a distance smaller than the localization length $\xi$, but they are not consecutive levels in the spectrum of the whole sample.

Eq. 101 yields the level repulsion exponent converges exponentially towards to the Poisson value zero

$$
\begin{equation*}
\beta_{n m}^{l o c} \propto e^{-\frac{L}{\xi}} \tag{102}
\end{equation*}
$$

In addition the correlation time of Eq. 89 has to be chosen as

$$
\begin{equation*}
\tau_{N}^{l o c}=\tau_{0} N^{2} Y_{\text {diag }}(+\infty) \propto N^{2} \tag{103}
\end{equation*}
$$

## F. Scaling in the delocalized phase

In the delocalized phase, the Inverse Participation Ratio $Y_{\text {diag }}(N)$ and the density correlation $Y_{n \neq m}(N)$ both vanish as $1 / N$ with the numerical prefactors (see Eqs B7 and B12)

$$
\begin{array}{lc}
Y_{\text {diag }}^{\text {deloc }}(N) & N \xrightarrow{\simeq} \frac{3}{N} \\
Y_{n \neq m}^{\text {deloc }}(N) & N \rightarrow+\infty  \tag{104}\\
\simeq
\end{array}
$$

Eq. 99 then leads to the expected GOE value

$$
\begin{equation*}
\beta_{n m}^{\text {deloc }}=1 \tag{105}
\end{equation*}
$$

Note that the correlation time of Eq. 89 has to be chosen as

$$
\begin{equation*}
\tau_{N}^{\text {deloc }}=\tau_{0} N^{2} Y_{\text {diag }}(N) \propto N \tag{106}
\end{equation*}
$$

## G. Scaling at criticality

At criticality, the Inverse Participation Ratio $Y_{\text {diag }}(N)$ and the density correlation $Y_{n, n+1}(N)$ for two consecutive levels are governed by the same exponent $\tau_{2}$ belonging to the multifractal spectrum $\tau_{q}$ defined for the continuous index $q$ (see the review [41] and references therein)

$$
\begin{align*}
Y_{\text {diag }}(N) & \propto L^{-\tau_{2}} \\
Y_{n, n+1}(N) & \propto L^{-\tau_{2}} \tag{107}
\end{align*}
$$

Their ratio leads to an intermediate non trivial value for the level repulsion exponent

$$
\begin{equation*}
0<\beta^{c}=\frac{2 Y_{n, n+1}(N)}{Y_{\operatorname{diag}}(N)-Y_{n, n+1}(N)}<1 \tag{108}
\end{equation*}
$$

that reflects the strength of the multifractality of the wave-functions 41]. In the strong multifractality regime where eigenfunctions are dominated by a few spikes, the off-diagonal value $Y_{n, n+1}(N)$ will remain small with respect to the diagonal value $Y_{\text {diag }}(N)$ and one recovers the Poisson limit $\beta_{n, n+1}^{c} \simeq 0$. On the contrary in the weak multifractality regime where eigenfunctions are nearly homogeneous, one recovers the Wigner Dyson limit $\beta_{n, n+1}^{c} \simeq 1$.

The behavior of the off-diagonal density correlation for larger energy spacing $\left|e_{n}-e_{m}\right| \geq 1$ (in terms of the rescaled energies $\left(e_{n}\right)$, the mean level spacing is unity) follows the Chalker's scaling (see the review [41] and references therein)

$$
\begin{equation*}
Y_{n, m}(N) \propto \frac{L^{-\tau_{2}}}{\left|e_{n}-e_{m}\right|^{1-\frac{\tau_{2}}{d}}} \tag{109}
\end{equation*}
$$

This explains why there is no long-ranged interaction between the eigenvalues at criticality so that the critical point is characterized by a non-vanishing compressibility $0<\chi_{c}<1$ and a semi-Poisson probability distribution of the level-spacing with an exponential decay at large spacing.

## V. CONCLUSION

In summary, we have revisited the application of the Dyson Brownian Motion approach of random matrices [54] to Anderson Localization (AL) models [55] and to Many-Body Localization (MBL) Hamiltonians [56] in order to extract the level repulsion exponent $\beta$ in terms of the matrix elements that appear in the Langevin and in the Fokker-Planck equations for the energy levels. For the MBL quantum spin Hamiltonian with random fields, we have obtained $\beta$ in terms of the diagonal and off-diagonal matrix elements of the doubly stochastic Edwards-Anderson matrix. For the Anderson Localization tight-binding models with random on-site energies, we have obtained $\beta$ in terms of the diagonal and off-diagonal matrix elements of the doubly stochastic Density Correlation matrix.

A very interesting issue is whether it could be possible to obtain from the Dyson approach other properties of the level statistics beyond the level repulsion index $\beta$, like for instance the spectral compressibility $\chi$. Indeed at Anderson Localization Transitions, the spectral compressibility $\chi$ has been first conjectured to be related to the correlation dimension $D_{2}$ of eigenstates [78] and later to the information dimension $D_{1}$ governing the entropy of eigenstates [52].

For the MBL transitions, the Dyson Brownian Motion approach 56] discussed here, and other arguments 57] suggest that the key observables are the matrix elements of local operators, so it would be very useful to better understand their behaviors and to measure them numerically besides the other interesting observables.

## Appendix A: Edwards-Anderson matrix for random eigenvectors

## 1. Diagonal Edwards-Anderson order parameter for a single random vector

Let us consider a random vector in the Hilbert space of size $M=2^{N}$

$$
\begin{equation*}
\left|\phi_{n}>=\sum_{S_{1}, . ., S_{N}} c_{n}\left(S_{1}, . ., S_{N}\right)\right| S_{1}, . ., S_{N}> \tag{A1}
\end{equation*}
$$

where the only constraint is the normalization

$$
\begin{equation*}
1=\sum_{S_{1}, . ., S_{N}} c_{n}^{2}\left(S_{1}, . ., S_{N}\right) \tag{A2}
\end{equation*}
$$

We are interested into the magnetization $\sigma_{i}^{z}$ at some site $i$, for instance $i=1$

$$
\begin{align*}
m & \equiv m_{n n}[i=1]=<\phi_{n}\left|\sigma_{1}^{z}\right| \phi_{n}>=\sum_{S_{1}, . ., S_{N}} S_{1} c_{n}^{2}\left(S_{1}, . ., S_{N}\right) \\
& =\sum_{S_{2}, \ldots, S_{N}} c_{n}^{2}\left(S_{1}=+1, S_{2} . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=-1, S_{2} . ., S_{N}\right) \tag{A3}
\end{align*}
$$

It is thus convenient to use the identity

$$
\begin{equation*}
1=\int_{0}^{+\infty} 2 R_{n} d R_{n} \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \tag{A4}
\end{equation*}
$$

to compute the distribution of $m$ up to some normalization

$$
\begin{align*}
& \mathcal{P}(m) \propto\left[\prod_{S_{1}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}, . ., S_{N}\right)\right] \delta\left(1-\sum_{S_{1}, . ., S_{N}} c_{n}^{2}\left(S_{1}, . ., S_{N}\right)\right) \int_{0}^{+\infty} 2 R_{n} d R_{n} \delta\left(R_{n}^{2}-\frac{1+m}{2}\right) \\
& \delta\left(m-\left(\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, S_{2} . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=-1, S_{2} . ., S_{N}\right)\right)\right) \\
& \propto \int_{0}^{+\infty} 2 R_{n} d R_{n} \delta\left(R_{n}^{2}-\frac{1+m}{2}\right)\left[\prod_{S_{2}, . . S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}=+1, . ., S_{N}\right) \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, S_{2} . ., S_{N}\right)\right)\right] \\
& \times\left[\prod_{S_{2}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}=-1, . ., S_{N}\right) \delta\left(1-R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=-1, S_{2}, . ., S_{N}\right)\right)\right] \tag{A5}
\end{align*}
$$

The change of variables from the $\frac{M}{2}=2^{N-1}$ Cartesian coordinates $c_{n}\left(S_{1}=+1, S_{2}, . ., S_{N}\right)$ to the spherical coordinates of radius $\rho_{n}$ yields

$$
\begin{align*}
& \quad \prod_{S_{2}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}=+1, . ., S_{N}\right) \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, S_{2}, . ., S_{N}\right)\right) \\
& \propto \int_{0}^{+\infty} \rho_{n}^{\frac{M}{2}-1} d \rho_{n} \delta\left(R_{n}^{2}-\rho_{n}^{2}\right) \propto \int_{0}^{+\infty} \rho_{n}^{\frac{M}{2}-1} d \rho_{n} \frac{\delta\left(R_{n}-\rho_{n}\right)}{2 R_{n}} \propto R_{n}^{\frac{M}{2}-2} \tag{A6}
\end{align*}
$$

Similarly

$$
\begin{equation*}
\prod_{S_{2}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}=-1, . ., S_{N}\right) \delta\left(1-R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=-1, S_{2}, . ., S_{N}\right)\right) \propto\left(\sqrt{1-R_{n}^{2}}\right)^{\frac{M}{2}-2} \tag{A7}
\end{equation*}
$$

So the probability distribution of Eq. A5 reads for $-1 \leq m \leq 1$

$$
\begin{align*}
\mathcal{P}(m) & \propto \int_{0}^{+\infty} 2 R_{n} d R_{n} \delta\left(R_{n}^{2}-\frac{1+m}{2}\right) R_{n}^{\frac{M}{2}-2}\left(\sqrt{1-R_{n}^{2}}\right)^{\frac{M}{2}-2} \\
& =\frac{\Gamma\left(\frac{M}{4}+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{M}{4}\right)}\left(1-m^{2}\right)^{\frac{M}{4}-1} \tag{A8}
\end{align*}
$$

The average of course vanishes by symmetry, and its variance reads with $M=2^{N}$

$$
\begin{equation*}
\overline{m^{2}}=\frac{2}{2+M}=\frac{2}{2+2^{N}} \tag{A9}
\end{equation*}
$$

In the delocalized phase, one thus expect that the diagonal Edwards-Anderson order parameter decays as

$$
\begin{equation*}
q_{\text {diag }}^{\text {deloc }}(N) \underset{N \rightarrow+\infty}{\propto} \frac{2}{2^{N}} \tag{A10}
\end{equation*}
$$

## 2. Off-diagonal Edwards-Anderson order parameter for two random orthogonal eigenvectors

Here we consider two random orthogonal eigenvectors, i.e. satisfying the normalization conditions

$$
\begin{equation*}
1=\sum_{S_{1}, . ., S_{N}} c_{n}^{2}\left(S_{1}, . ., S_{N}\right)=\sum_{S_{1}, . ., S_{N}} c_{m}^{2}\left(S_{1}, . ., S_{N}\right) \tag{A11}
\end{equation*}
$$

and the orthogonality condition

$$
\begin{equation*}
0=\sum_{S_{1}, . ., S_{N}} c_{m}\left(S_{1}, . ., S_{N}\right) c_{n}\left(S_{1}, . ., S_{N}\right) \tag{A12}
\end{equation*}
$$

We are interested into the off diagonal matrix elements of the magnetization on the site $i=1$

$$
\begin{align*}
& v \equiv m_{m n}[i=1]=<\phi_{m}\left|\sigma_{1}^{z}\right| \phi_{n}>=\sum_{S_{1}, . ., S_{N}} S_{1} c_{m}\left(S_{1}, . ., S_{N}\right) c_{n}\left(S_{1}, . ., S_{N}\right) \\
& =\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=+1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=+1, S_{2} . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=-1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=-1, S_{2} . ., S_{N}(\mathrm{~A} 1\right.
\end{align*}
$$

It is thus convenient to use the identities

$$
\begin{array}{r}
1=\int_{0}^{+\infty} 2 R_{n} d R_{n} \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \\
1=\int_{0}^{+\infty} 2 R_{m} d R_{m} \delta\left(R_{m}^{2}-\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \tag{A14}
\end{array}
$$

to compute the probability measure of $v$, up to some normalization

$$
\begin{align*}
& \mathcal{P}(v) \propto\left[\prod_{S_{1}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}, . ., S_{N}\right) \int_{-\infty}^{+\infty} d c_{m}\left(S_{1}, . ., S_{N}\right)\right] \\
& \delta\left(1-\sum_{S_{1}, . ., S_{N}} c_{n}^{2}\left(S_{1}, . ., S_{N}\right)\right) \delta\left(1-\sum_{S_{1}, . ., S_{N}} c_{m}^{2}\left(S_{1}, . ., S_{N}\right)\right) \delta\left(\sum_{S_{1}, . ., S_{N}} c_{m}\left(S_{1}, . ., S_{N}\right) c_{n}\left(S_{1}, . ., S_{N}\right)\right) \\
& \delta\left(v-\left(\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=+1, . ., S_{N}\right) c_{n}\left(S_{1}=+1, . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=-1, . ., S_{N}\right) c_{n}\left(S_{1}=-1, . ., S_{N}\right)\right)\right) \\
& \propto \int_{0}^{+\infty} R_{2} d R_{n} \int_{0}^{+\infty} 2 R_{m} d R_{m} \prod_{S_{1}, . ., S_{N}}\left[\int_{-\infty}^{+\infty} d c_{n}\left(S_{1}, . ., S_{N}\right) \int_{-\infty}^{+\infty} d c_{m}\left(S_{1}, . ., S_{N}\right)\right] \\
& \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \delta\left(1-R_{n}^{2}-\sum_{S_{2}, ., S_{N}} c_{n}^{2}\left(S_{1}=-1, . ., S_{N}\right)\right) \\
& \delta\left(R_{m}^{2}-\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \delta\left(1-R_{m}^{2}-\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=-1, . ., S_{N}\right)\right) \\
& \delta\left(\frac{v}{2}-\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=+1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=+1, S_{2} . ., S_{N}\right)\right) \\
& \delta\left(\frac{v}{2}+\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=-1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=-1, S_{2 . .}, S_{N}\right)\right) \\
& \propto \int_{0}^{+\infty} R_{2} d R_{n} \int_{0}^{+\infty} 2 R_{m} d R_{m} G\left(R_{n}, R_{m}, v\right) G\left(\sqrt{1-R_{n}^{2}}, \sqrt{1-R_{n}^{2}},-v\right) \tag{A15}
\end{align*}
$$

with the auxiliary function

$$
\begin{align*}
G\left(R_{n}, R_{m}, v\right) & \equiv\left[\prod_{S_{2}, . ., S_{N}} \int_{-\infty}^{+\infty} d c_{n}\left(S_{1}=+1, . ., S_{N}\right) \int_{-\infty}^{+\infty} d c_{m}\left(S_{1}=+1, . ., S_{N}\right)\right] \\
& \delta\left(R_{n}^{2}-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \\
& \delta\left(R_{m}^{2}-\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=+1, . ., S_{N}\right)\right) \\
& \delta\left(\frac{v}{2}-\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=+1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=+1, S_{2} . ., S_{N}\right)\right) \tag{A16}
\end{align*}
$$

For the $2^{N-1}=\frac{M}{2}$ Cartesian coordinates $c_{n}\left(S_{1}=+1, S_{2} . ., S_{N}\right)$, we go to the spherical coordinates of radius $\rho_{n}$. For the $2^{N-1}=\frac{M}{2}$ Cartesian coordinates $c_{m}\left(S_{1}=+1, S_{2} . ., S_{N}\right)$, we go to the spherical coordinates of radius $\rho_{m}$, but we need to keep the angle $\alpha$ of the scalar product

$$
\begin{equation*}
\sum_{S_{2}, . ., S_{N}} c_{m}\left(S_{1}=+1, S_{2} . ., S_{N}\right) c_{n}\left(S_{1}=+1, S_{2} . ., S_{N}\right)=\rho_{n} \rho_{m} \cos \alpha \tag{A17}
\end{equation*}
$$

So Eq. A16 becomes up to angular normalization constants

$$
\begin{align*}
G\left(R_{n}, R_{m}, v\right) & \propto \int_{0}^{+\infty} \rho_{n}^{\frac{M}{2}-1} d \rho_{n} \delta\left(R_{n}^{2}-\rho_{n}^{2}\right) \int_{0}^{+\infty} \rho_{m}^{\frac{M}{2}-1} d \rho_{m} \delta\left(R_{m}^{2}-\rho_{m}^{2}\right) \int_{0}^{\pi} d \alpha(\sin \alpha)^{\frac{M}{2}-2} \delta\left(\frac{v}{2}-\rho_{n} \rho_{m} \cos \alpha\right) \\
& \propto \int_{0}^{+\infty} \rho_{n}^{\frac{M}{2}-1} d \rho_{n} \frac{\delta\left(R_{n}-\rho_{n}\right)}{2 \rho_{n}} \int_{0}^{+\infty} \rho_{m}^{\frac{M}{2}-1} d \rho_{m} \frac{\delta\left(R_{m}-\rho_{m}\right)}{2 \rho_{m}} \int_{0}^{\pi} d \alpha(\sin \alpha)^{\frac{M}{2}-2} \frac{\delta\left(\alpha-\arccos \frac{v}{2 R_{n} R_{m}}\right)}{R_{n} R_{m} \sin \alpha} \\
& \propto R_{n}^{\frac{M}{2}-3} R_{m}^{\frac{M}{2}-3}\left(\sqrt{1-\frac{v^{2}}{4 R_{n}^{2} R_{m}^{2}}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4 R_{n}^{2} R_{m}^{2}\right) \\
& \propto\left(\sqrt{R_{n}^{2} R_{m}^{2}-\frac{v^{2}}{4}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4 R_{n}^{2} R_{m}^{2}\right) \tag{A18}
\end{align*}
$$

Eq. A15 then reads

$$
\begin{align*}
& \mathcal{P}(v) \propto \int_{0}^{1} R_{n} d R_{n} \int_{0}^{1} R_{m} d R_{m} G\left(R_{n}, R_{m}, v\right) G\left(\sqrt{1-R_{n}^{2}}, \sqrt{1-R_{n}^{2}},-v\right) \\
& =\mathcal{N} \int_{0}^{1} R_{n} d R_{n} \int_{0}^{1} R_{m} d R_{m}\left(\sqrt{R_{n}^{2} R_{m}^{2}-\frac{v^{2}}{4}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4 R_{n}^{2} R_{m}^{2}\right) \\
& \left(\sqrt{\left(1-R_{n}^{2}\right)\left(1-R_{m}^{2}\right)-\frac{v^{2}}{4}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4\left(1-R_{n}^{2}\right)\left(1-R_{m}^{2}\right)\right) \tag{A19}
\end{align*}
$$

For large $M=2^{N}$, the integral is dominated by the saddle-point corresponding to $R_{n}^{2}=1-R_{n}^{2}=\frac{1}{2}=R_{m}^{2}=1-R_{m}^{2}$, and one obtains

$$
\begin{equation*}
\mathcal{P}(v) \underset{M \rightarrow+\infty}{\simeq} \frac{\Gamma\left(\frac{M-3}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{M}{2}-2\right)}\left(1-v^{2}\right)^{\frac{M}{2}-3} \tag{A20}
\end{equation*}
$$

The average of course vanishes by symmetry, and the variance reads with $M=2^{N}$

$$
\begin{equation*}
<v^{2}>=\int_{-1}^{+1} d v v^{2} \mathcal{P}(v) \underset{M \rightarrow+\infty}{\simeq} \frac{1}{M}=\frac{1}{2^{N}} \tag{A21}
\end{equation*}
$$

In the delocalized phase, one thus expect that the off-diagonal Edwards-Anderson order parameter decays as

$$
\begin{equation*}
q_{n \neq m}^{\text {deloc }}(N) \underset{N \rightarrow+\infty}{\propto} \frac{1}{2^{N}} \tag{A22}
\end{equation*}
$$

## 3. Correlation between magnetizations for two random orthogonal eigenvectors

Again we consider two random orthogonal eigenvectors satisfying Eqs A11 and EqA12 but we now focus on the joint distribution $P\left(m_{n}, m_{m}\right)$ of the magnetizations on the same site $i=1$

$$
\begin{aligned}
m_{n} & \equiv m_{n n}[i=1]=<\phi_{n}\left|\sigma_{1}^{z}\right| \phi_{n}>=\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=+1, S_{2} . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{n}^{2}\left(S_{1}=-1, S_{2} . ., S_{N}\right)=2 R_{n}^{2}-1(\mathrm{~A} 23) \\
m_{m} & \equiv m_{m m}[i=1]=<\phi_{m}\left|\sigma_{1}^{z}\right| \phi_{m}>=\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=+1, S_{2} . ., S_{N}\right)-\sum_{S_{2}, . ., S_{N}} c_{m}^{2}\left(S_{1}=-1, S_{2} . ., S_{N}\right)=2 R_{m}^{2}-1
\end{aligned}
$$

So the joint distribution up to some normalization can be obtained from the previous computations leading to Eq. A19, by integrating over the variable $v$, and by inserting the definitions of the two magnetizations via delta functions

$$
\begin{align*}
P\left(m_{n}, m_{m}\right) & \propto \int_{-\infty}^{+\infty} d v \int_{0}^{1} R_{n} d R_{n} \int_{0}^{1} R_{m} d R_{m} \delta\left(m_{n}-\left(2 R_{n}^{2}-1\right)\right) \delta\left(m_{m}-\left(2 R_{m}^{2}-1\right)\right) \\
& \left(\sqrt{R_{n}^{2} R_{m}^{2}-\frac{v^{2}}{4}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4 R_{n}^{2} R_{m}^{2}\right)\left(\sqrt{\left(1-R_{n}^{2}\right)\left(1-R_{m}^{2}\right)-\frac{v^{2}}{4}}\right)^{\frac{M}{2}-3} \theta\left(v^{2} \leq 4\left(1-R_{n}^{2}\right)\left(1-R_{m}^{2}\right)\right) \\
& \propto \int_{-\infty}^{+\infty} d v \theta\left(v^{2} \leq\left(1+m_{n}\right)\left(1+m_{m}\right)\right) \theta\left(v^{2} \leq\left(1-m_{n}\right)\left(1-m_{m}\right)\right) \\
& \left(\left[\left(1+m_{n}\right)\left(1+m_{m}\right)-v^{2}\right]\left[\left(1-m_{n}\right)\left(1-m_{m}\right)-v^{2}\right]\right)^{\frac{M}{4}-\frac{3}{2}} \\
& \propto \int_{-\infty}^{+\infty} d v \theta\left(v^{2} \leq\left(1+m_{n}\right)\left(1+m_{m}\right)\right) \theta\left(v^{2} \leq\left(1-m_{n}\right)\left(1-m_{m}\right)\right) \\
& e^{\left(\frac{M}{4}-\frac{3}{2}\right) \ln \left[\left(1-m_{n}^{2}\right)\left(1-m_{m}^{2}\right)-2 v^{2}\left(1+m_{n} m_{m}\right)+v^{4}\right]} \tag{A24}
\end{align*}
$$

For large Hilbert space $M=2^{N}$, we have already seen that the appropriate rescaled variables for the magnetizations (Eq A9) and for the variable $v$ (Eq. A21) are

$$
\begin{align*}
m_{n} & =\frac{\mu_{n}}{\sqrt{M}} \\
m_{m} & =\frac{\mu_{m}}{\sqrt{M}} \\
v & =\frac{w}{\sqrt{M}} \tag{A25}
\end{align*}
$$

Eq. A24 yields that the joint distribution of the two rescaled magnetizations reads for large $M$

$$
\begin{align*}
\mathcal{P}\left(\mu_{n}, \mu_{m}\right) & \propto \int_{-\infty}^{+\infty} d w \theta\left(w^{2} \leq M\left(1+\frac{\mu_{n}}{\sqrt{M}}\right)\left(1+\frac{\mu_{m}}{\sqrt{M}}\right)\right) \theta\left(w^{2} \leq M\left(1-\frac{\mu_{n}}{\sqrt{M}}\right)\left(1-\frac{\mu_{m}}{\sqrt{M}}\right)\right) \\
& e^{\frac{M}{4} \ln \left[1-\frac{\mu_{n}^{2}+\mu_{m}^{2}+2 w^{2}}{M}+\frac{\left(w^{2}-\mu_{n} \mu_{m}\right)^{2}}{M^{2}}\right]} \\
& \propto \int_{-\infty}^{+\infty} d w e^{-\frac{\mu_{n}^{2}+\mu_{m}^{2}+2 w^{2}}{4}-\frac{\mu_{n}^{4}+\mu_{m}^{4}+2 w^{4}+4 w^{2}\left(\mu_{n}^{2}+\mu_{m}^{2}+\mu_{n} \mu_{m}\right)}{8 M}+o\left(\frac{1}{M}\right)} \tag{A26}
\end{align*}
$$

So at leading order, the rescaled magnetizations $\mu_{n}$ and $\mu_{m}$ are two independent Gaussian variables

$$
\begin{equation*}
\mathcal{P}\left(\mu_{n}, \mu_{m}\right)=\frac{1}{4 \pi} e^{-\frac{\mu_{n}^{2}+\mu_{m}^{2}}{4}}+O\left(\frac{1}{M}\right) \tag{A27}
\end{equation*}
$$

The leading contribution to the correlation

$$
\begin{equation*}
<\mu_{n} \mu_{m}>\equiv \int d \mu_{n} \int d \mu_{m} \mathcal{P}\left(\mu_{n}, \mu_{m}\right) \mu_{n} \mu_{m}=-\frac{2}{M}+o\left(\frac{1}{M}\right) \tag{A28}
\end{equation*}
$$

is of order $1 / M=2^{-N}$ and negative, i.e. the orthogoalization constraint between the two random vectors leads to a small anticorrelation between the two magnetizations that vanishes in the thermodynamic limit.

## Appendix B: Properties of the Density correlation matrix for random eigenvectors

Here we consider two random orthogonal eigenvectors in an Hilbert space of dimension $M=L^{d}$ i.e. satisfying the normalization conditions

$$
\begin{equation*}
1=\sum_{i=1}^{M} c_{n}^{2}(i)=\sum_{i=1}^{M} c_{m}^{2}(i) \tag{B1}
\end{equation*}
$$

and the orthogonality condition

$$
\begin{equation*}
0=\sum_{i=1}^{M} c_{m}(i) c_{n}(i) \tag{B2}
\end{equation*}
$$

We are interested into the joint probability $P\left(c_{n}(1), c_{m}(1)\right)$ of the two first components. For the $(M-1)$ Cartesian coordinates $c_{n}(i)$ with $i=2, . ., M$ we go to the spherical coordinates of $R_{n}$. For the $(M-1)$ Cartesian coordinates $c_{m}\left(S_{1}=+1, . ., S_{N}\right)$, we go to the spherical coordinates of radius $R_{m}$, and we need to keep the angle $\alpha$ of the scalar product

$$
\begin{equation*}
\sum_{i=2}^{M} c_{m}(i) c_{n}(i)=R_{n} R_{m} \cos \alpha \tag{B3}
\end{equation*}
$$

The joint distribution $P\left(c_{n}(1), c_{m}(1)\right)$ reads up to some normalization

$$
\begin{align*}
& P\left(c_{n}(1), c_{m}(1)\right) \propto \prod_{i=2}^{M}\left[\int d c_{n}(i) \int d c_{m}(i)\right] \delta\left(1-\sum_{i=1}^{M} c_{n}^{2}(i)\right) \delta\left(1-\sum_{i=1}^{M} c_{m}^{2}(i)\right) \delta\left(\sum_{i=1}^{M} c_{m}(i) c_{n}(i)\right) \\
& \propto \int_{0}^{1} R_{n}^{M-2} d R_{n} \int_{0}^{1} R_{m}^{M-2} d R_{m} \int_{0}^{\pi} d \alpha(\sin \alpha)^{M-3} \\
& \delta\left(1-c_{n}^{2}(1)-R_{n}^{2}\right) \delta\left(1-c_{m}^{2}(1)-R_{m}^{2}\right) \delta\left(c_{m}(1) c_{n}(1)+R_{n} R_{m} \cos \alpha\right) \\
& \propto \int_{0}^{1} R_{n}^{M-2} d R_{n} \int_{0}^{1} R_{m}^{M-2} d R_{m} \int_{0}^{\pi} d \alpha(\sin \alpha)^{M-3} \\
& \frac{\delta\left(R_{n}-\sqrt{1-c_{n}^{2}(1)}\right)}{2 R_{n}} \frac{\delta\left(R_{m}-\sqrt{1-c_{m}^{2}(1)}\right)}{2 R_{m}} \frac{\delta\left(\alpha-\arccos \left(-\frac{c_{m}(1) c_{n}(1)}{R_{n} R_{m}}\right)\right)}{R_{n} R_{m} \sin \alpha} \\
& =\frac{\frac{M}{2}-1}{\pi}\left[1-c_{n}^{2}(1)-c_{m}^{2}(1)\right]^{\frac{M}{2}-2} \tag{B4}
\end{align*}
$$

with the joint moments

$$
\begin{equation*}
\int d c_{n}(1) d c_{m}(1)\left[c_{n}(1)\right]^{2 k}\left[c_{m}(1)\right]^{2 k} P\left(c_{n}(1), c_{m}(1)\right)=\frac{\Gamma\left(\frac{M}{2}\right) \Gamma^{2}\left(\frac{1}{2}+k\right)}{\pi \Gamma\left(\frac{M}{2}+2 k\right)} \tag{B5}
\end{equation*}
$$

In particular the value for $k=1$

$$
\begin{equation*}
\int d c_{n}(1) d c_{m}(1)\left[c_{n}(1)\right]^{2}\left[c_{m}(1)\right]^{2} P\left(c_{n}(1), c_{m}(1)\right)=\frac{1}{M^{2}+2 M} \tag{B6}
\end{equation*}
$$

yields the density correlation

$$
\begin{equation*}
\overline{Y_{n \neq m}(M)}=M \int d c_{n}(1) d c_{m}(1)\left[c_{n}(1)\right]^{2}\left[c_{m}(1)\right]^{2} P\left(c_{n}(1), c_{m}(1)\right)=\frac{1}{M+2} \tag{B7}
\end{equation*}
$$

The partial law of the component $c_{n}(1)$ alone reads

$$
\begin{equation*}
P_{1}\left(c_{n}(1)\right) \equiv \int d c_{m}(1) P\left(c_{n}(1), c_{m}(1)\right)=\frac{\Gamma\left(\frac{M}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{M}{2}-\frac{1}{2}\right)}\left[1-c_{n}^{2}(1)\right]^{\frac{M}{2}-\frac{3}{2}} \tag{B8}
\end{equation*}
$$

with the moments

$$
\begin{equation*}
\int d c_{n}(1)\left[c_{n}(1)\right]^{2 q} P_{1}\left(c_{n}(1)\right)=\frac{\Gamma\left(\frac{M}{2}\right) \Gamma\left(\frac{1}{2}+q\right)}{\sqrt{\pi} \Gamma\left(\frac{M}{2}+q\right)} \tag{B9}
\end{equation*}
$$

In particular for $q=1$, one recovers the normalization condition as it should

$$
\begin{equation*}
\int d c_{n}(1)\left[c_{n}(1)\right]^{2} P_{1}\left(c_{n}(1)\right)=\frac{1}{M} \tag{B10}
\end{equation*}
$$

The value for $q=2$

$$
\begin{equation*}
\int d c_{n}(1)\left[c_{n}(1)\right]^{4} P_{1}\left(c_{n}(1)\right)=\frac{3}{M(M+2)} \tag{B11}
\end{equation*}
$$

yields the Inverse Participation Ratio

$$
\begin{equation*}
\overline{Y_{d i a g}(M)}=M \int d c_{n}(1)\left[c_{n}(1)\right]^{4} P_{1}\left(c_{n}(1)\right)=\frac{3}{(M+2)} \tag{B12}
\end{equation*}
$$
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