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We apply macroscopic fluctuation theory to study the diffusion of a tracer in a one-dimensional
interacting particle system with excluded mutual passage, known as single-file diffusion. In the case
of Brownian point particles with hard-core repulsion, we derive the cumulant generating function
of the tracer position and its large deviation function. In the general case of arbitrary inter-particle
interactions, we express the variance of the tracer position in terms of the collective transport
properties, viz. the diffusion coefficient and the mobility. Our analysis applies both for fluctuating
(annealed) and fixed (quenched) initial configurations.

PACS numbers: 05.40.-a, 83.50.Ha, 87.16.dp, 05.60.Cd

Single-file diffusion refers to the motion of interact-
ing diffusing particles in quasi-one-dimensional channels
which are so narrow that particles cannot overtake each
other and hence the order is preserved (see Fig. 1). Since
its introduction more than 50 years ago to model ion
transport through cell membranes [1], single-file diffu-
sion has been observed in a wide variety of systems, e.g.,
it describes diffusion of large molecules in zeolites [2, 3],
transport in narrow pores or in super-ionic conductors
[4, 5], and sliding of proteins along DNA [6].

The key feature of single-file diffusion is that a typical
displacement of a tracer particle scales as t1/4 rather than√
t as in normal diffusion. This sub-diffusive scaling has

been demonstrated in a number of experimental realiza-
tions [7–12]. Theoretical analysis leads to a challenging
many-body problem [13, 14] because the motion of par-
ticles is strongly correlated. The sub-diffusive behavior
has been explained heuristically for general interactions
[15, 16]. Exact results have been mostly established in
the simplest case of particles with hard-core repulsion
and no other interactions [17–21].

Finer statistical properties of the tracer position, such
as higher cumulants or the probability distribution of
rare excursions, require more advanced techniques and
they are the main subject of this Letter. Rare events
are encoded by large deviation functions [22] that play a
prominent role in contemporary developments of statis-
tical physics [23]. Large deviation functions have been
computed in a very few cases [21, 24–26] and their ex-
act determination in interacting many-particle systems is
a major theoretical challenge [27]. In single-file systems,
the number of particles is usually not too large, and hence
large fluctuations can be observable. Recent advances
in experimental realizations of single-file systems [7–12]
open the possibility of probing higher cumulants.

The aim of this Letter is to present a systematic ap-
proach for calculating the cumulant generating function
of the tracer position in single-file diffusion. Our analysis
is based on macroscopic fluctuation theory, a recently de-
veloped framework describing dynamical fluctuations in
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FIG. 1. Single-file diffusion of Brownian point particles: in-
dividual trajectories do not cross each other.

driven diffusive systems (see [28] and references therein).
Specifically, we solve the governing equations of macro-
scopic fluctuation theory in the case of Brownian point
particles with hard-core exclusion. This allows us to ob-
tain the cumulants of tracer position and, by a Legendre
transform, the large deviation function.

Macroscopic fluctuation theory also provides a simple
explanation of the long memory effects found in single-
file, in which initial conditions continue to affect the posi-
tion of the tracer, e.g., its variance, even in the long time
limit [29, 30]. The statistical properties of the tracer po-
sition are not the same if the initial state is fluctuating or
fixed—this situation is akin to annealed versus quenched
averaging in disordered systems [25]. For general inter-
particle interactions, we derive an explicit formula for the
variance of the tracer position in terms of transport coef-
ficients and obtain new results for the exclusion process.

We start by formulating the problem of tracer diffusion
in terms of macroscopic fluctuation theory, or equiva-
lently fluctuating hydrodynamics. The fluctuating den-
sity field ρ(x, t) satisfies the Langevin equation [13]

∂tρ(x, t) = ∂x

[
D(ρ)∂xρ(x, t) +

√
σ(ρ)η(x, t)

]
, (1)

where η(x, t) is a white noise with zero mean and with
variance 〈η(x, t)η(x′, t′)〉 = δ(x − x′)δ(t − t′). The dif-
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fusion coefficient D(ρ) and the mobility σ(ρ) encapsu-
late the transport characteristics of the diffusive many-
particle system, they can be expressed in terms of inte-
grated particle current [31]. All the relevant microscopic
details of inter-particle interactions are thus embodied,
at the macroscopic scale, in these two coefficients.

The position XT of the tracer particle at time T can
be related to the fluctuating density field ρ(x, t) by using
the single-filing constraint which implies that the total
number of particles to the right of the tracer does not
change with time. Setting the initial tracer position at
the origin, we obtain

∫ XT

0

ρ(x, T )dx =

∫ ∞

0

[ρ(x, T )− ρ(x, 0)] dx. (2)

This relation defines the tracer’s position XT as a func-
tional of the macroscopic density field ρ(x, t). Variations
of XT smaller than the coarse-grained scale are ignored:
their contributions are expected to be sub-dominant in
the limit of a large time T . The statistics of XT is char-
acterized by the cumulant generating function

µ(λ) = ln [〈exp(λXT )〉] , (3)

where λ is a Lagrange multiplier and the angular bracket
denotes ensemble average. We shall calculate this gener-
ating function by using techniques developed by Bertini
et al. [28, 32], see also [25], to derive the large deviation
function of the density profile. Starting from (1), the
average in (3) can be expressed as a path integral

〈eλXT 〉 =

∫
D [ρ, ρ̂] e−S[ρ,ρ̂], (4)

where the action, obtained via the Martin-Siggia-Rose
formalism [33, 34], is given by

S[ρ, ρ̂]= −λXT + F [ρ(x, 0)] +

∫ T

0

dt

∫ ∞

−∞
dx

[
ρ̂∂tρ− 1

2σ(ρ) (∂xρ̂)
2

+D(ρ) ∂xρ ∂xρ̂
]
. (5)

Here F [ρ(x, 0)] = − ln(Prob[ρ(x, 0)]) and ρ̂(x, t) is the
conjugate response field. We consider two settings, an-
nealed (where we average over initial states drawn from
equilibrium) and quenched. In the annealed case, the
large deviation function F [ρ(x, 0)] corresponding to the
observing of the density profile ρ(x, 0) can be found from
the fluctuation dissipation theorem which is satisfied at
equilibrium. This theorem implies [13, 27, 35] that f(r),
the free energy density of the equilibrium system at den-
sity r, satisfies f ′′(r) = 2D(r)/σ(r). From this one finds
[25, 27]

F [ρ(x, 0)] =

∫ ∞

−∞
dx

∫ ρ(x,0)

ρ

dr
2D(r)

σ(r)
[ρ(x, 0)− r] , (6)

where ρ is the uniform average density at the initial equi-
librium state. In the quenched case, the initial density is
fixed, ρ(x, 0) = ρ, and F [ρ(x, 0)] = 0.

At large times, the integral in (4) is dominated by the
path minimizing the action (5). If (q, p) denote the func-
tions (ρ, ρ̂) for the optimal action paths, variational cal-
culus yields two coupled partial differential equations for
these optimal paths

∂tq − ∂x [D(q)∂xq] = −∂x [σ(q)∂xp] , (7a)

∂tp+D(q)∂xxp = − 1
2σ
′(q) (∂xp)

2
. (7b)

The boundary conditions are also found by minimizing
the action and they depend on the initial state [36]. In
the annealed case, the boundary conditions read

p(x, T ) = Bθ(x− Y ) with B = λ/q(Y, T ), (8)

p(x, 0) = Bθ(x) +

∫ q(x,0)

ρ

dr
2D(r)

σ(r)
. (9)

Here θ(x) is the Heaviside step function, Y is the value of
XT in Eq. (2) when the density profile ρ(x, t) is taken to
be the optimal profile q(x, t). Note that Y representing
the tracer position for the optimal path (at a given value
of λ) is a deterministic quantity.

In the quenched case, the initial configuration is fixed
and therefore q(x, 0) = ρ. The ‘boundary’ condition for
p(x, T ) is the same as in (8).

In the long time limit, the cumulant generating func-
tion (3) is determined by the minimal action S[q, p]. Us-
ing Eqs. (7a)–(7b) we obtain

µ(λ) = λY − F [q]−
∫ T

0

dt

∫ ∞

−∞
dx
σ(q)

2
(∂xp)

2
. (10)

Thus, the problem of determining the cumulant generat-
ing function of the tracer position has been reduced to
solving partial differential equations for q(x, t) and p(x, t)
with suitable boundary conditions.

Two important properties of the single-file diffusion
follow from the formal solution (10). First, since µ(λ)
is an even function of λ, all odd cumulants of the tracer
position vanish. Second, it can be shown that µ(λ) is
proportional to

√
T : thus, all even cumulants scale as√

T . If the tracer position XT is rescaled by T 1/4, all
cumulants higher than the second vanish when T → ∞.
This leads to the well known result [20] that the tracer
position is asymptotically Gaussian.

To determine µ(λ) we need to solve Eqs. (7a)–(7b).
This is impossible for arbitrary σ(q) and D(q), but
for Brownian particles with hard-core repulsion, where
σ(q) = 2q and D(q) = 1, an exact solution can be found.
In the annealed case, Eqs. (7a)–(7b) for Brownian parti-
cles become

∂tq − ∂xxq = −∂x [2q∂xp] , (11a)

∂tp+ ∂xxp = − (∂xp)
2
. (11b)
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FIG. 2. The large deviation function of tracer position in the
case of Brownian point particles in the annealed setting with
density ρ = 1.

The boundary conditions are (8) and (9), the latter one
simplifies to

q(x, 0) = ρ exp[p(x, 0)−Bθ(x)]

in the case of Brownian particles.
We treat B and Y as parameters to be determined

self-consistently. The canonical Cole-Hopf transforma-
tion from (q, p) to Q = qe−p and P = ep reduces the
non-linear Eqs. (11a)–(11b) to non-coupled linear equa-
tions [25, 37, 38], a diffusion equation for Q and an anti-
diffusion equation for P . Solving these equations we ob-
tain explicit expressions for p(x, t) and q(x, t) [36].

From this solution, the generating function µ(λ) is ob-
tained in a parametric form as

µ(λ) =

[
λ+ ρ

1− eB
1 + eB

]
Y, (12)

where Y and B are self-consistently related to λ by

λ = ρ
(
1− e−B

) [
1 + 1

2

(
eB − 1

)
erfc(η)

]
(13)

e2B = 1 +
2η

π−1/2e−η2 − η erfc(η)
(14)

where we used the shorthand notation η = Y/
√

4T .
The cumulants of the tracer position can be extracted

from this parametric solution by expanding µ(λ) in pow-
ers of λ. The first three non-vanishing cumulants are

〈X2
T 〉c =

2

ρ
√
π

√
T , (15a)

〈X4
T 〉c =

6 (4− π)

(ρ
√
π)

3

√
T (15b)

〈X6
T 〉c =

30
(
68− 30π + 3π2

)

(ρ
√
π)

5

√
T (15c)

in the large time limit. The expression (15a) for the
variance matches the well-known result [13, 17, 29]. The
exact solution (12)–(14), which encapsulates (15a)–(15c)
and all higher cumulants, is one of our main results.

The large deviation function of the tracer position, de-
fined, in the limit T →∞, via

Prob

(
XT√
T

= ξ

)
∼ exp

[
−
√
Tφ(ξ)

]
,

is the Legendre transform of µ(λ), given by the paramet-
ric solution (12)–(14). This large deviation function φ(ξ)
can be expressed as

φ(ξ) = ρ
[√

α(ξ)−
√
α(−ξ)

]2
, (16)

with α(ξ) =
∫∞
ξ/2

dz erfc(z). The large deviation func-

tion φ(ξ) is plotted on Fig. 2. The asymptotic formula
φ(ξ) ' ρ|ξ| is formally valid when |ξ| → ∞, but it ac-
tually provides an excellent approximation everywhere
apart from small ξ. The expression (16) matches an ex-
act microscopic calculation [24, 39].

We carried out a similar analysis for a quenched initial
condition. Here, we cite a few concrete results. The first
two even cumulants read

〈X2
T 〉c =

√
2

ρ
√
π

√
T , (17a)

〈X4
T 〉c =

2
√

2

ρ3
√
π

[
9

π
arctan

(
1

2
√

2

)
− 1

]√
T . (17b)

These cumulants are different from the annealed case. In
particular, the variance is

√
2 times smaller, in agreement

with previous findings [29, 35, 40]. An asymptotic anal-
ysis yields φ(ξ) ' ρ|ξ|3/12 when |ξ| → ∞. This asymp-
totic behavior can also be extracted from the knowledge
of extreme current fluctuations [41].

To test our predictions, we performed Monte Carlo
simulations of single-file diffusion of Brownian point par-
ticles. In most simulations, we considered 2001 particles
on an infinite line which are initially distributed on the
interval [−100, 100]. In the annealed case, the particles
were distributed randomly; in the quenched case, they
were uniformly spaced. The central particle is the tracer.
The cumulants of the tracer position at different times,
determined by averaging over 108 samples are shown in
Fig. 3. At small times (comparable to the mean colli-
sion time), the tracer diffusion is normal. At very long
times, the diffusion again becomes normal since there is
only a finite number of particles in our simulations. The
crossover time to normal diffusion increases as N2 with
the number of particles. At intermediate times, the mo-
tion is sub-diffusive and the cumulants scale as

√
T . In

this range the data are in excellent agreement with the-
oretical predictions (15a)–(15b) and (17a)–(17b).

For arbitrary σ(ρ) and D(ρ), the governing equations
(7a)–(7b) are intractable, so one has to resort to numer-
ical methods [35, 42]. For small values of λ, however, a
perturbative expansion of p(x, t) and q(x, t) with respect
to λ can be performed [35]. This is feasible because for
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FIG. 3. Simulation results for the second cumulant (main
plots) and the fourth cumulant (insets). Shown are results for
Brownian point particles with average density ρ = 10 in (a)
annealed and (b) quenched settings. The solid lines denote
corresponding theoretical results; the variance was already
computed in [29].

(a)

(b)

λ = 0 the solution is p(x, t) = 0 and q(x, t) = ρ, for both
types of initial conditions. Equations (7a)–(7b) give rise
to a hierarchy of diffusion equations with source terms.
For example, to the linear order in λ, we have

∂tp1 +D(ρ)∂xxp1 = 0,

∂tq1 −D(ρ)∂xxq1 = −σ(ρ)∂xxp1,

where p1 and q1 are the first order terms in the expansions
of p and q, respectively. Solving above equations and
noting that 〈X2

T 〉c is a function of the p1 and q1, we
obtain a general formula for the variance [36]

〈X2
T 〉c =

σ(ρ)

ρ2
√
π

√
T

D(ρ)
(18)

in the annealed case. In the quenched case, the variance
is given by the same expression but with an additional√

2 term in the denominator. We emphasize that Eq. (18)
applies to general single-file systems, ranging from hard-
rods [15] to colloidal suspensions [16], and also to lat-
tice gases [20]. As an example of the latter, consider
the symmetric simple exclusion process (SEP). For this
lattice gas, the transport coefficients are D(ρ) = 1 and
σ(ρ) = 2ρ(1−ρ) (we measure length in the unit of lattice
spacing, so 0 < ρ < 1 due to the exclusion condition), so
Eq. (18) yields 〈X2

T 〉c = 2(1− ρ)
√
T/ρ
√
π, in agreement

with well-known results [20]. The result for colloidal sus-
pension derived in [16] is recovered by inserting in (18)
the fluctuation dissipation relation σ(ρ) = 2S(ρ)D(ρ),
where S(ρ) is the structure factor [13].

Finding higher cumulants from the perturbative ex-
pansion leads to tedious calculations. For the SEP, we
have computed the fourth cumulant

〈X4
T 〉c =

2√
π

1− ρ
ρ3

a(ρ)
√
T ,

a(ρ) = 1−
(

4− (8− 3
√

2)ρ
)

(1− ρ) +
12

π
(1− ρ)2.

in the annealed case. For small values of ρ, the above
results reduces to (15b). The complete calculation of the
tracer’s large deviation function for the SEP remains a
very challenging open problem.

To conclude, we analyzed single-file diffusion employ-
ing the macroscopic fluctuation theory. For Brownian
point particles with hard-core exclusion, we calculated
the full statistics of tracer’s position, viz. we derived an
exact parametric representation for the cumulant gener-
ating function. We extracted explicit formulas for the
first few cumulants and obtained large deviation func-
tions. We also derived the sub-diffusive scaling of the cu-
mulants and the closed expression (18) for the variance,
valid for general single-file processes. All our results have
been derived in the equilibrium situation (homogeneous
initial conditions). It seems possible to extend our ap-
proach to non-equilibrium settings. Another interesting
direction is to analyze a tracer in an external potential
[26, 43–45] and biased diffusion [46, 47].

We thank S. Majumdar, S. Prolhac, T. Sasamoto and
R. Voituriez for fruitful discussions, and A. Dhar for shar-
ing results prior to publication. We are grateful to B.
Meerson for crucial remarks and suggestions. We thank
the Galileo Galilei Institute for Theoretical Physics for
excellent working conditions and the INFN for partial
support during the completion of this work.
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Supplemental note for the Letter “Large deviations

in single-file diffusion”

P. L. Krapivsky1, Kirone Mallick2 and Tridib Sadhu2
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Abstract. In this supplemental note, we present a derivation of the variational

formulation of the single-file diffusion. Subsequently, we present an explicit solution

of the variational problem for the single-file diffusion of the Brownian point particles.

Lastly, we present a derivation of the expression for the variance of tracer position in

a general single-file diffusion.

1. Variational formulation of the single-file diffusion

As discussed in the Letter, the time evolution of the hydrodynamic density profile ρ(x, t)

in an one-dimensional single-file diffusion is governed by

∂tρ = ∂x

[
D(ρ)∂xρ+

√
σ(ρ)η

]
, (1)

where η(x, t) is a Gaussian noise with mean zero and covariance

〈η(x, t)η(x′, t′)〉 = δ(x− x′)δ(t− t′). (2)

The angular bracket denotes ensemble average. The D(ρ) and σ(ρ) are the diffusivity

and mobility, respectively.

The tracer position XT is a random variable which depends on the particular history

of ρ(x, t). The statistics of XT can be encoded in its moment generating function

〈eλXT 〉 = 1 + λ〈XT 〉+
λ2

2
〈X2

T 〉+ · · · ,

where 〈Xn
T 〉 is the nth moment. One can also use the cumulant generating function

given by

log〈eλXT 〉 = λ〈XT 〉c +
λ2

2
〈X2

T 〉c + · · · (3)

For example, the second cumulant is equal to the variance, 〈X2
T 〉c = 〈X2

T 〉 − 〈XT 〉2.
For the tagged particle in single-file diffusion, the 2n-th moment scales according

to 〈X2n
T 〉 ∼ 〈X2

T 〉n ∼ T n/2. The cumulants which capture the sub-leading corrections

scale as
√
T i.e., 〈X2n

T 〉c ∼
√
T .



Supplemental note for the Letter “Large deviations in single-file diffusion” 2

Considering all possible evolution of ρ(x, t) in the time interval [0, T ], the moment

generating function of XT can be written as a path integral

〈eλXT 〉 =
∫
D[ρ]eλXT [ρ]−F [ρ(x,0)]

〈
δ
(
∂tρ− ∂x

[
D(ρ)∂xρ+

√
σ(ρ) η

])〉

η
, (4)

where λ is a parameter (essentially a Lagrange multiplier) and the subscript η in the

angular bracket on the right-hand side denotes the averaging over history of the noise.

Further, F [ρ(x, 0)] is a shorthand notation for F [ρ(x, 0)] = − ln(Prob[ρ(x, 0)]), where

Prob[ρ(x, 0)] is the probability of a density profile ρ(x, 0) in the initial state. We follow

the standard notation where the square bracket denotes a functional.

The noise average of the Dirac delta function δ(y) can be replaced by a path integral

over a conjugate field ρ̂(x, t), which following the Martin-Siggia-Rose formalism (Ref

[33,34] in the Letter) leads to

〈eλXT 〉 =
∫
D [ρ, ρ̂] e−S[ρ,ρ̂], (5)

where the action

S[ρ, ρ̂] = −λXT [ρ] + F [ρ(x, 0)]

+
∫ T

0
dt
∫ ∞

−∞
dx

{
ρ̂∂tρ−

σ(ρ)

2
(∂xρ̂)2 +D(ρ) (∂xρ) (∂xρ̂)

}
.

The action S[ρ, ρ̂] is extensive in time and at large T the path integral is dominated

by the path that corresponds to the least action. Let (q, p) = (ρ, ρ̂) for this optimal

path. To determine this path, we perform a small variation ρ→ q + δρ and ρ̂→ p+ δρ̂

around the (q, p). The change in action S[ρ, ρ̂] corresponding to this variation, is

δS =
∫ ∞

−∞
dx

{
−λ δXT [q]

δq(x, 0)
+
δF [q(x, 0)]

δq(x, 0)
− p(x, 0)

}
δρ(x, 0)

+
∫ ∞

−∞
dx

{
−λ δXT [q]

δq(x, T )
+ p(x, T )

}
δρ(x, T )

+
∫ T

0
dt
∫ ∞

−∞
dx

{
−∂tp−

σ′(q)

2
(∂xp)

2 −D(q)∂xxp

}
δρ(x, t)

+
∫ T

0
dt
∫ ∞

−∞
dx {∂tq + ∂x (σ(q)∂xp)− ∂x (D(q)∂xq)} δρ̂(x, t), (6)

where the functional derivatives are taken at the optimal path (q, p). In the above we

used that, XT [ρ] is a functional of only the initial ρ(x, 0) and the final ρ(x, T ) density

profiles, related by the definition
∫ XT

0
ρ(x, T )dx =

∫ ∞

0
[ρ(x, T )− ρ(x, 0)] dx, (7)

where it is assumed that the tracer starts at the origin at t = 0. As discussed in the

Letter, this relation is a consequence of the single-filing constraint.

For the action S[q, p] to be minimum, the variation δS must vanish, δS[q, p] = 0.

As, in general, δρ(x, t) and δρ̂(x, t) are non-zero, their coefficients in (6) must vanish,
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which leads to the following governing equations

∂tq − ∂x (D(q)∂xq) = −∂x (σ(q)∂xp) , (8)

∂tp+D(q)∂xxp = −1

2
σ′(q) (∂xp)

2 . (9)

The boundary conditions come from vanishing of the first two integrals in (6). We

examine two types of initial states, annealed and quenched. In the first setting, where

the initial state is in equilibrium, both ρ(x, 0) and ρ(x, T ) are fluctuating, equivalently,

δq(x, 0) and δq(x, T ) are non-zero. Then, for the minimal action, their coefficients in

(6) must vanish, leading to the boundary condition

p(x, 0) = −λ δXT [q]

δq(x, 0)
+
δF [q(x, 0)]

δq(x, 0)
, (10)

p(x, T ) = λ
δXT [q]

δq(x, T )
. (11)

Using the equilibrium distribution in the initial state, it can be shown (Ref [25] of the

Letter) that,

F [q(x, 0)] =
∫ ∞

−∞
dx
∫ q(x,0)

ρ
dr

2D(r)

σ(r)
[q(x, 0)− r] , (12)

where ρ is the uniform average density at the initial state. Using this expression and

the relation in (7), the boundary conditions (10)–(11) transform to

p(x, 0) = Bθ(x) +
∫ q(x,0)

ρ
dr

2D(r)

σ(r)
, (13)

p(x, T ) = Bθ(x− Y ), B = B(λ, Y, T ) ≡ λ/q(Y, T ) . (14)

Here θ(x) is the Heaviside step function and Y denotes the value of XT corresponding

to the optimal path.

For the quenched case, the initial configuration is fixed at a uniform profile with

density ρ. This leads to δρ(x, 0) = 0, and then, the first integral in (6) vanish. The

condition for the second integral to vanish yields the same boundary condition as in

(14). Thus the boundary conditions for the quenched initial state are

q(x, 0) = ρ, (15)

p(x, T ) = Bθ(x− Y ). (16)

For both type of initial states, the cumulant generating function µ(λ) = ln
(
〈eλXT 〉

)

is determined by the least action S[q, p]. Using Eqs. (8)–(9) in the expression (6) we

deduce the cumulant generating function

µ(λ) = −S[q, p] = λY − F [q(x, 0)]−
∫ T

0
dt
∫ ∞

∞
dx

σ(q(x, t))

2
(∂xp(x, t))

2 . (17)

In establishing (17) we have taken into account that the derivatives ∂xp and ∂xq vanish

as x→ ±∞.
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2. Brownian point particles

We now present a detailed solution for Brownian point particles with hard-core repulsion.

In this case σ(ρ) = 2ρ and D(ρ) = 1, so Eqs. (8)–(9) become

∂tq − ∂xxq = − ∂x (2q∂xp) , (18)

∂tp+ ∂xxp = − (∂xp)
2 . (19)

Before we consider the specific boundary conditions for the two initial states, we

note that the governing equations admit a great simplification. Using a canonical Cole-

Hopf transformation, namely writing

p = lnP and q = Qep = QP, (20)

one transforms (18)–(19) into linear diffusion equations

∂tP + ∂xxP = 0, ∂tQ− ∂xxQ = 0.

Solving these equations and using the ansatz (20) we arrive at a formal solution for

p(x, t) and q(x, t):

p(x, t) = ln



∫ ∞

−∞
dz ep(z,T )

e−
(z−x)2

4(T−t)

√
4π(T − t)


 , (21)

q(x, t) = ep(x,t)
∫ ∞

−∞
dz q(z, 0) e−p(z,0)

e−
(z−x)2

4t√
4πt

. (22)

In the following, we use this solution in the annealed and quenched cases and

determine the corresponding cumulant generating function.

2.1. Annealed setting

For Brownian particles, σ(q) = 2q and D = 1. The boundary conditions (13)–(14)

become

q(x, 0) = ρ exp (p(x, 0)−Bθ(x)) , p(x, T ) = Bθ (x− Y ) , (23)

In determining the solution of the governing equations we first treat both B and Y as

parameters and later determine them self-consistently.

Substituting the boundary conditions in the formal solution (21)–(22) and

completing the integrals yield

p(x, t) = log

[
1 +

(
eB − 1

) 1

2
erfc

(
Y − x

2
√
T − t

)]
, (24)

and

q(x, t) = ρ

[
1 +

(
e−B − 1

) 1

2
erfc

(
x− Y

2
√
T − t

)] [
1 +

(
eB − 1

) 1

2
erfc

(
x

2
√
t

)]
, (25)

where erfc(x) is the complementary error function.
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The goal is now to express B and Y in terms of λ. The relation between B and Y

comes from using the solution in the definition of Y ,
∫ Y

0
q(x, T )dx =

∫ ∞

0
dz [q(x, T )− q(x, 0)] , (26)

which is Eq. (7) with XT and ρ(x, t) replaced by their optimal values. Combining the

above relation with (24)–(25) we establish:

e2B = 1 +
Y

2
√
T


e
−Y 2

4T√
4π
− Y

4
√
T

erfc

(
Y

2
√
T

)

−1

, (27)

which is Eq. (14) in the Letter.

To determine µ(λ) we first write it as

µ(λ) = λY −
∫ ∞

−∞
dx

(
q(x, 0) ln

(
q(x, 0)

ρ

)
− (q(x, 0)− ρ)

)

−
∫ T

0
dt
∫ ∞

−∞
dx q (x, t) (∂xp (x, t))2 , (28)

where we have used σ(q) = 2q, D(q) = 1, and F [q(x, 0)] from (12). To simplify (28) we

use the identity

q (∂xp)
2 = ∂t (qp)− ∂x (p∂xq − q∂xp− 2pq∂xp) , (29)

which follows from Eqs. (18)–(19). Using above identity together with initial conditions

(23) we deduce an expression

µ(λ) = λY +
∫ ∞

−∞
dx (q(x, 0)− ρ) . (30)

Further simplification comes from using the solution q(x, t) in (25) and the relation (27),

which yields

µ(λ) =

(
λ+ ρ

1− eB
1 + eB

)
Y, (31)

which is Eq. (12) in the Letter.

We now derive the second relation between λ, B and Y . This is found by optimizing

the value of µ(λ) with respect to the parameterB. The derivative must vanish: dµ(λ)
dB

= 0.

It is easier to use equivalently

dµ(λ)

dY
= 0. (32)

This along with (31) yields

λ = ρ
(
1− e−B

) [
1 +

(
eB − 1

) 1

2
erfc

(
Y

2
√
T

)]
, (33)

which is Eq. (13) in the Letter.

The expression for µ(λ) in (31) along with the relation (33) and (27) constitutes a

parametric solution of the cumulant generating function, reported in the Letter.
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2.2. Quenched initial state

The boundary conditions (15)–(16) become

q(x, 0) = ρ and p(x, T ) = Bθ (x− Y ) , (34)

where B is defined in (14). Since the optimal equations for p(x, t) and its boundary

condition are same in the annealed and the quenched case, the solution is also same and

given in (24). On the other hand, the boundary condition (34) for q(x, t) is different,

which using the formal solution (22) yields

q(x, t) = ρep(x,t)
∫ ∞

−∞
dz

1

1 + (eB − 1)1
2
erfc

(
Y−z
2
√
T

)



e

(z−x)2

4t√
4πt


 . (35)

Similar to the annealed case, we determine Y using the relation (26) together with

the solution p(x, t) and q(x, t), viz. (24) and (35), yielding

Y

2
√
T

=
∫ ∞

−∞
dz




(
eB − 1

)
1
2
erfc(−z)

1 + (eB − 1) 1
2
erfc(−z)


 1

2
erfc(z) , (36)

The expression for µ(λ) can be obtained by using σ(q) = 2q in (17) which becomes

µ(λ) = λY −
∫ T

0
dt
∫ ∞

−∞
dx q [∂xp]

2 , (37)

since F [q(x, 0)] = 0 in the quenched case. The expression further simplifies using the

identity in (29) yielding

µ(λ) = λY −
∫ ∞

−∞
dxq(x, T )p(x, T ) +

∫ ∞

−∞
dxq(x, 0)p(x, 0). (38)

Using the solution for p(x, t) and q(x, t), the expression becomes

µ(λ) = λY +
√

4DTρ
∫ ∞

−∞
dz
[
ln
{

1 +
(
eB − 1

) 1

2
erfc(−z)

}

−BeB
1
2
erfc(−z)

1 + (eB − 1) 1
2
erfc(−z)

]
(39)

Finally, the relation between B, Y and λ can be obtained by minimizing the above

expression for µ(λ) with respect to B i.e., dµ(λ)
dB

= 0. The emerging relation between λ

and B does not have a simple form, but one can use it to extract the second and the

fourth cumulant presented in the paper.

3. The variance of XT for general σ(q) and D(q)

The variance of the tracer position can be determined for arbitrary σ(q) and D(q) using

a perturbative expansion for small λ. We write an expansion

q(x, t) = ρ+ λq1(x, t) + λ2q2(x, t) + · · · , (40)

p(x, t) = λp1(x, t) + λ2p2(x, t) + · · · , (41)

where we have used that, for λ = 0, as the evolution is not constrained by the observable

XT , so the profile is a hydrodynamic solution q(x, t) = ρ and p(x, t) = 0 with ρ being
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the average initial density. This can also be justified by using Eqs. (9)–(8) and the

boundary conditions for either type of initial states: quenched and annealed.

With this perturbative expansion, we obtain

∂tp1 +D(ρ)∂xxp1 = 0, (42)

∂tq1 −D(ρ)∂xxq1 = − σ(ρ)∂xxp1 (43)

in the linear order in λ. From (7) we get Y0 = 0, while the linear order term is

Y1 =
1

ρ

∫ ∞

0
dx [q1(x, T )− q1(x, 0)] . (44)

These are the only quantities required for determining the variance of XT , which

by definition is the order λ2 term in µ(λ). Using the perturbative expansion in the

expression (17) we get

1

2!
〈X2

T 〉 = Y1 − F2 −
σ(ρ)

2

∫ T

0
dt
∫ ∞

−∞
dx (∂xp1)

2 , (45)

where F2 is the order λ2 term of the quantity F [q(x, 0)], which depends on the initial

state. For the quenched initial state F [q(x, 0)] = 0 and hence F2 = 0. For the annealed

initial state we use Eq. (12) and find

F annealed
2 =

D(ρ)

σ(ρ)

∫ ∞

−∞
dx (q1(x, 0))2 . (46)

We now determine the variance 〈X2
T 〉 by solving Eqs. (42)–(43) with the specific

boundary conditions for the quenched and the annealed initial states.

3.1. Quenched initial state

Plugging the perturbative expansion into (15)–(16) yields

p1(x, T ) = ρ−1θ(x) and q1(x, 0) = 0 (47)

in the linear order. The solution of (42) with the above boundary condition satisfies

∂xp1(x, t) = ρ−1R(x, t|0, T ), (48)

where

R(x, t|z, T ) =
1√

4πD(ρ)(T − t)
exp

[
− (x− z)2

4D(ρ)(T − t)

]
(49)

for 0 ≤ t ≤ T . Since p1(x, t) = 0 at x→ −∞ we get

p1(x, t) = −1

ρ

∫ x

−∞
dzR(z, t|0, T ) =

1

2ρ
erfc


 −x

2
√
D(ρ) (T − t)


 . (50)

The solution for q1(x, t) in (43) can be written as q1(x, t) = −∂xψ(x, t) with

ψ(x, t) =
σ(ρ)

ρ

∫ t

0
dτ
∫ ∞

−∞
dzG(x, t|z, τ)R(z, τ |0, T ) (51)
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where G(x, t|z, τ) is the diffusion propagator

G(x, t|z, τ) =
1√

4πD(ρ)(t− τ)
exp

[
− (x− z)2

4D(ρ)(t− τ)

]
. (52)

These are the only two quantities required for simplifying the expression of 〈X2
T 〉

in (45). Recalling that q1(x, 0) = 0 and F2 = 0 in the quenched initial state we obtain

1

2!
〈X2

T 〉quenched =
1

ρ

∫ ∞

0
q1(x, T )dx− σ(ρ)

2

∫ T

0
dt
∫ ∞

−∞
dx (∂xp1(x, t))

2 . (53)

Using the solution for q1(x, t) and p1(x, t), the first integral yields

1

ρ

∫ ∞

0
q1(x, T )dx =

ψ(0, T )

ρ
, (54)

where we have taken into account that ψ(x, T ) vanishes at x→∞. The second integral

in (53) becomes

σ(ρ)

2

∫ T

0
dt
∫ ∞

−∞
dx [∂xp1(x, t)]

2 =
ψ(0, T )

2ρ
, (55)

where we have used G(0, T |x, t) = R(x, t|0, T ). Combining these results we reduce the

expression for the variance to

1

2!
〈X2

T 〉quenched =
ψ(0, T )

2ρ
=
σ(ρ)

2ρ2

∫ T

0
dt
∫ ∞

−∞
dx G(0, T |x, t)R(x, t|0, T )

Computing the integral we arrive at

1

2!
〈X2

T 〉quenched =
σ(ρ)

2ρ2

√
T√

2πD(ρ)
(56)

reported in the Letter.

3.2. Annealed case

Using the perturbative expansion (40)–(41) and the corresponding boundary conditions

(13)–(14) we get

p1(x, T ) =
θ(x)

ρ
and q1(x, 0) =

σ(ρ)

2D(ρ)
[p1(x, 0)− p1(x, T )] . (57)

Similarly, the variance (45) yields

1

2!
〈X2

T 〉annealed =
1

ρ

∫ ∞

0
[q1(x, T )− q1(x, 0)] dx− D(ρ)

σ(ρ)

∫ ∞

−∞
dx (q1(x, 0))2

−σ(ρ)

2

∫ T

0
dt
∫ ∞

−∞
dx (∂xp1(x, t))

2 , (58)

where we have used (44) and (46).

In the following, we determine the variance by drawing comparison with the

quenched case. First, note that, in both cases the equation for p1(x, t) and the boundary

condition on p1(x, T ) are identical, leading to the same solution in (50). On the other

hand, the equation (43) for q1(x, t) is same in both cases, although the boundary
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condition is different. Considering that the equation is linear in q1(x, t), we write the

solution in two parts

q1(x, t) = qI(x, t) + qh(x, t), (59)

where qI(x, t) is the solution of the inhomogeneous equation

∂tqI −D(ρ)∂xxqI = −σ(ρ)∂xxp1 with qI(x, 0) = 0, (60)

and qh(x, t) is the solution of the homogeneous equation

∂tqh −D(ρ)∂xxqh = 0 with qh(x, 0) =
σ(ρ)

2D(ρ)
[p1(x, 0)− p1(x, T )] . (61)

Comparing two initial states we notice that qI(x, t) is same as the q1(x, t) in the

quenched case. Further, using (53) and (58) we conclude that

1

2!
〈X2

T 〉annealed −
1

2!
〈X2

T 〉quenched = − D(ρ)

σ(ρ)

∫ ∞

−∞
dx (qh(x, 0))2

+
1

ρ

∫ ∞

0
dx [qh(x, T )− qh(x, 0)] . (62)

Thus the difference depends only on qh(x, t).

Further simplification comes from the identity

1

ρ

∫ ∞

0
dx [qh(x, T )− qh(x, 0)] =

2D(ρ)

σ(ρ)

∫ ∞

−∞
dx (qh(x, 0))2 , (63)

which can be proved by using (57) and noting that
∫∞
−∞ dx p1(x, t)qh(x, t) is a conserved

quantity. Thus

1

2!
〈X2

T 〉annealed −
1

2!
〈X2

T 〉quenched =
D(ρ)

σ(ρ)

∫ ∞

−∞
dx (qh(x, 0))2

=
σ(ρ)

4D(ρ)

∫ ∞

−∞
dx [p1(x, T )− p1(x, 0)]2 , (64)

where in the last step we have used the boundary condition for qh(x, t) in (61).

The last integral can be performed using the solution (50) to yield

1

2!
〈X2

T 〉annealed −
1

2!
〈X2

T 〉quenched =
σ(ρ)

2ρ2

(√
2− 1√

2π

)√
T

D(ρ)
. (65)

Substituting the expression for the quenched case in (56) leads to the simple relation

〈X2
T 〉annealed =

√
2 〈X2

T 〉quenched, (66)

reported in the Letter.
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