
HAL Id: cea-01002525
https://cea.hal.science/cea-01002525

Submitted on 19 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

T-systems, networks and dimers
Philippe Di Francesco

To cite this version:
Philippe Di Francesco. T-systems, networks and dimers. Communications in Mathematical Physics,
2014, 331, pp.1237-1270. �10.1007/s00220-014-2062-5�. �cea-01002525�

https://cea.hal.science/cea-01002525
https://hal.archives-ouvertes.fr


ar
X

iv
:1

30
7.

00
95

v1
  [

m
at

h-
ph

] 
 2

9 
Ju

n 
20

13

T -SYSTEMS, NETWORKS AND DIMERS

PHILIPPE DI FRANCESCO

Abstract. We study the solutions of the T-system for type A, also known as the octa-
hedron equation, viewed as a 2+1-dimensional discrete evolution equation. These may be
expressed entirely in terms of the stepped surface over which the initial data are specified,
via a suitably defined flat GLn connection which embodies the integrability of this infinite
rank system. By interpreting the connection as the transfer operator for a directed graph
or network with weighted edges, we show that the solution at a given point is expressed as
the partition function for dimers on a bipartite graph dual to the ”shadow” of the point
onto the initial data stepped surface. We extend the result to the case of other geometries
such as that of the evaporation of a cube corner crystal, and to a reformulation of the
Kenyon-Pemantle discrete hexahedron equation.
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1. Introduction

The so-called T -systems are 2 + 1-dimensional discrete integrable systems of evolution
equations in a discrete time variable k ∈ Z. They were introduced in the context of
integrable quantum spin chains, as a system of equations satisfied by the eigenvalues of
transfer matrices of generalized Heisenberg magnets, with the symmetry of a given Lie
algebra [21]. In the case of type A, the T -system equation is also known as the octahedron
recurrence, and appears to be central in a number of combinatorial objects, such as the
lambda-determinant and the Alternating Sign Matrices [24][8], the puzzles for computing
Littlewood-Richardson coefficients [20], generalizations of Coxeter-Conway frieze patterns
[5][1][3], and the domino tilings of the Aztec diamond [12][25]. The latter is a particular
case of a dimer model, whose configurations consist of matchings of the edges of a given
bipartite graph. Dimer models were the subject of a lot of attention, culminating in the
global understanding of the arctic curve phenomenon in the continuum limit [17] [18],
where the phase diagram of the model was shown to exhibit separations between frozen,
disordered, and liquid phases.

A new interpretation for the T -system arose from realizing that the corresponding dis-
crete evolution could be viewed as a particular mutation in a suitably defined cluster algebra
[9]. As such, it must satisfy the Laurent property[13], namely that any solution is a Laurent
polynomial of any set of admissible initial data. Moreover, the general positivity conjecture
for cluster algebras would also imply that these Laurent polynomials have non-negative in-
teger coefficients. The T -systems of A type were explicitly solved for arbitrary admissible
initial data and various boundary conditions in terms of weighted path models on specific
networks, coded by the geometry of initial data [7] [11].

The aim of this note is to extend the T-system/dimer correspondence initiated in [25] to
arbitrary initial data, in a spirit similar to that of Ref. [14]. To this end, we use a transfer
matrix formulation of the network solutions, giving rise to a natural flat GL2 connection
on the space of admissible initial data, and show that the connection may be interpreted
as a local transfer matrix for the dimer model. Our main result is Theorem 3.10, which
expresses the solution of the T-system for arbitrary initial data as the partition function
for dimers on a suitably defined bipartite graph.

We then turn to a different geometrical setting, in which the T-system describes the
evolution of the corner of a 3D cubic crystal under the evaporation/deposition of unit cubes,
and show that the same tools give access to the solution in terms of arbitrary evaporated
configurations (Theorem 4.5 and Corollary 4.6). This solution is then reinterpreted as
a partition function for dimers on a graph determined by the evaporated configuration
(Theorem 4.7).

Finally, we show that the GL2 connection underlying the solution obeys a generalized
form of the Yang-Baxter equation, and may be used to reformulate the hexaedron relations
(Lemma 5.1), a system of recursion relations recently introduced by Kenyon and Pemantle
[19].
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The paper is organized as follows. For pedagogical reasons, we devote Section 2 entirely
to the case of the A1 T -system. This is a 1 + 1-dimensional reduction of the general T -
system, with which all the concepts and correspondences of this paper can be illustrated:
connection to cluster algebra, exact solution via a GL2 flat connection, paths on a network,
and finally domino tiling/dimer partition function. In Section 3 this is generalized to the full
T -system, which describes a true 2+1 dimensional evolution on the vertices of the Centered
Cubic lattice, made of elementary octahedra. After recalling the general solution of the
T -system, we establish its equivalence to a dimer model, for arbitrary initial data. The
main ingredient is the construction of a flat connection over the space of solutions (Section
3.2), using GL2 building blocks. These are interpreted first as network chips (Section 3.3)
to be concatenated to form an oriented weighted graph, such that the T -system solution is
the partition function of certain families of non-intersecting paths on this graph. Paths are
then bijectively mapped onto dimer configurations on a dual bipartite graph in Sections
3.4 and 3.5. Section 4 explores the connection between our GL2 connection and the Yang-
Baxter equation of integrable statistical mechanics (Section 4.1). We use the same GL2

connection to solve the T -system on the cubic lattice in Section 4.2, and develop its network
formulation (Section 4.3) and dimer formulation (Section 4.4). We gather a few concluding
remarks in Section 5, where we show that our connection allows for building a staggered
solution of the Yang-Baxter relation analogous to that of spin ladders or dimerized spin
chains, which eventually describes the hexahedron recurrence of Kenyon and Pemantle.

Acknowledgments. We would like to thank M. Gekhtman, R. Kedem, R. Kenyon, G.
Musiker, D. Speyer, N. Reshetikhin for discussions, and R. Soto Garrido for a careful read-
ing of the manuscript. We acknowledge support by the CNRS PICS program INTCOMB.
We would like to thank the Mathematical Science Research Institute in Berkeley, CA and
the organizers of the semester “Cluster Algebras” (Fall 2012) for hospitality during the early
stages of this work, and the Simons Center for Geometry and Physics and the organizers
of the semester “Conformal Geometry” (Spring 2013) for hospitality.

2. T -system and Dimers: the A1 case

2.1. Definitions, initial data, and cluster algebra connection. The A1 T -system is
the following system of non-linear recursion relations

(2.1) Tj,k+1Tj,k−1 = Tj+1,kTj−1,k + 1

for some indeterminate Tj,k say with j, k ∈ Z and j + k = 0 mod 2, invertible elements
of an algebra A with unit 1 (assumed to be commutative throughout this paper). This
system can be considered as a three-term recursion relation in k, interpreted as a discrete
time. As such it has the following sets of admissible initial data.

We denote by k the infinite path with vertices (j, kj), j ∈ Z, where kj ∈ Z, and |kj+1 −
kj| = 1 for all j ∈ Z. We may think of such a path as connecting neighboring vertices via up
(resp. down) steps of the form (1, 1) (resp. (1,−1)). Let also t denote an infinite sequence
(tj)j∈Z of invertible elements in A. For any path k and any sequence t, the following initial
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data assignment:

(2.2) I(k, t) : Tj,kj = tj (j ∈ Z)

determines uniquely the solution to the A1 T -system. We denote by k0 the “flat” initial

data path with k
(0)
j = j Mod 2.

One way to understand how the T -system is part of a cluster algebra structure is to
study the connection between various such admissible data. In particular, we may define
the notion of a local “mutation” of initial data I(k, t) as follows. If kj−1 = kj+1 = kj + ǫ,
for some j ∈ Z and ǫ ∈ {−1, 1}, the mutation µj at position j sends I(k, t) to I(k′, t′)
where:

k′

ℓ = kℓ + 2ǫδℓ,j and t′ℓ = (1− δℓ,j)tℓ + δℓ,j
tj−1tj+1 + 1

tj
These are actually mutations in a cluster algebra of infinite rank and geometric type, in
which the initial data assignments t = (tj)j∈Z form particular clusters [10]., while the
corresponding quiver is simply an orientation of the initial data path k (say with all arrows
pointing up, i.e. in the direction of positive time).

Moreover, the above system is an infinite rank discrete integrable system in the following
sense. It admits two infinite families of conserved quantities defined as follows.

Lemma 2.1. [10] Any solution of the A1 T -system (2.1) with initial data of the form (2.2)
satisfies the following linear recursion relations:

(2.3) Tj−1,k−1 − dj−kTj,k + Tj+1,k+1 = 0 Tj−1,k+1 − cj+kTj,k + Tj+1,k−1 = 0

where the conserved quantities (cm), (dm) form two independent infinite sequences, express-
ible entirely in terms of the initial data.

This dual property of both being part of a cluster algebra and being discrete integrable
makes the T -system particularly interesting. It is also the perfect testing ground for the
Laurent positivity conjecture1 supposed to hold for any cluster algebra, namely that any
mutated cluster (initial data here) is expressible as a Laurent polynomial of any other, with
non-negative integer coefficients.

2.2. Matrix solution. We define the following 2×2 matrices for invertible elements a, b ∈
A:

(2.4) U(a, b) =

(

1 0
1
b

a
b

)

V (a, b) =

(

a
b

1
b

0 1

)

These form a GL2(A) connection on solutions of the T -system in the following sense:

Lemma 2.2. For any invertible elements a, b, c ∈ A, we have:

(2.5) V (a, b)U(b, c) = U(a, b′) V (b′, c) iff bb′ = ac + 1

1A general proof of positivity for the finite rank cluster algebras of geometric type has appeared recently
[22].



T -SYSTEMS, NETWORKS AND DIMERS 5

We may attach a product of U, V matrices to any finite portion of an initial data path
k with assignments t as follows. Going along the path for increasing values of j, there
are two kinds of steps say “up” u = (1, 1) and “down” v = (1,−1). Consider the finite
portion of path (j, kj)j∈[j0,j1], for integers j0 ≤ j1: it is made of a succession of j1 − j0
steps (1, kj+1 − kj), for j = j0, j0 + 1, ..., j1 − 1 connecting the points A0 = (j0, kj0) and
A1 = (j1, kj1). To each step labeled j ∈ [j0, j1−1] of the path we associate a matrix Mk,t(j)
defined as follows:

Mk,t(j) =

{

U(tj , tj+1) if kj+1 = kj + 1
V (tj, tj+1) if kj+1 = kj − 1

and to the finite portion of path we associate the matrix

Mk,t(j0, j1) =

j1−1
∏

j=j0

Mk,t(j)

For fixed endpoints A0, A1, we may consider the class of initial data CA0,A1 of the form
{I(k, t)} where the paths k pass through A0 and A1, are identical outside of the interval
[j0, j1] but arbitrary within this interval, while initial data are all related via iterated
mutations of the form µj with j ∈ [j0, j1].

Then we have the following

Lemma 2.3. The matrix Mk,t(j0, j1) is independent of the initial data I(k, t) ∈ CA0,A1,

Proof. The proof is immediate by noticing that (i) M only depends on k between the two
endpoints and (ii) any other path k′ through A0, A1 can be obtained from k via a succession
of local “mutations” defined as above. The lemma then follows from Lemma 2.2. �

This leads to the complete solution of the T -system:

Theorem 2.4. The solution Tj,k to the T -system (2.1) subject to the initial condition
I(k, t) (2.2) and for k ≥ kj is expressed as follows. Let j0 be the largest integer m such
that (m, k +m− j) ∈ k and j1 the smallest integer m such that (m, k + j −m) ∈ k. Then
we have:

(2.6) Tj,k = tj1 (Mk,t(j0, j1))1,1

Proof. The proof is by induction under mutation. Let Ai = (ji, kji) for i = 0, 1 as before.
We start from the “maximal path” kmax that connects A0 and (j, k) via up steps only, and
(j, k) to A1 via down steps only, and the corresponding assignments u. For this path, we
have

Mkmax,u(j0, j1) =

j−1
∏

ℓ=j0

U(uℓ, uℓ+1)

j1−1
∏

ℓ=j

V (uℓ, uℓ+1)

As all U ’s are lower triangular, and all V ’s upper triangular, we get:

uj1 (Mkmax,u(j0, j1))1,1 = uj1

j−1
∏

ℓ=j0

(U(uℓ, uℓ+1))1,1

j1−1
∏

ℓ=j

(V (uℓ, uℓ+1))1,1 = uj = Tj,k
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hence the formula (2.6) holds for the path kmax. We may now iteratively apply mutations
until we reach the path k. The general formula then follows from repeated application of
Lemma 2.3. �

Example 2.5. We express the solution T0,4 in terms of the following initial data:

(0,4)

0 j1
−2

3

2

1

k

j
j

0 1 2 3−1

with j0 = −2 and j1 = 3, and assignments t−2, t−1, t0, t1, t2, t3 along the finite portion of
path. We have:

T0,4 = t3 (V (t−2, t−1)V (t−1, t0)U(t0, t1)V (t1, t2)U(t2, t3))1,1

=
t−2

t−1t1
+

t0
t−1t1

+
t−2

t0t2
+

1

t−1t1t2
+

t−2

t−1t0t1t2
+

t3
t−1t2

+
t−2t3
t−1t0t2

+
t−2t1t3
t0t2

(2.7)

2.3. Network interpretation. We may interpret the matrices U and V as describing the
weights of steps in a network as follows. Introduce two “chips” U, V i.e. elementary pieces
of oriented graph with weighted edges, say oriented from left to right, connecting two left
entry vertices 1, 2 to two right exit vertices 1, 2, such that the weight of the edge i → j is
the (i, j) entry of the corresponding chip matrix. This gives:

(2.8) U(a, b) = a b

2

1

2

1
V (a, b) = a b

2

1

2

1

where we have represented in dashed line the edges with trivial weight 1. Note that the
arguments a, b of the matrices appear as face labels on the graph. It is easy to see that the
concatenation of chips corresponds to the multiplication of the corresponding weight ma-
trices. A network is a concatenation of an arbitrary number of U, V chips with compatible
face labels.

We may now associate to any initial data set I(k, t) the infinite network Nk,t correspond-
ing to the infinite product of U, V matrices Mk,t(−∞,∞) along the initial data path.
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For instance, in the case of flat initial data I(k0, t), the corresponding network is an
alternance of U, V chips:

0
−1−3 1 3

2−2 aa. . . a . . . a

. . . 

. . . 

. . . 

. . . 

a a a

The solution of the A1 T -system of Theorem 2.4 has the following interpretation.

Corollary 2.6. The solution Tj,k to the T -system (2.1) subject to the initial condition
I(k, t) (2.2) and for k ≥ kj is equal to tj1 times the partition function of paths from entry
connector 1 to exit connector 1 on the finite network obtained by concatenating the j1 − j0
elementary chips corresponding to the steps of initial data path (j, kj)j∈[j0,j1].

Example 2.7. Returning to the case of Example 2.5, we have the following network for
T0,4:

1
−1−2 0 1 2 3

1

2 2

t tt ttt

where we have represented the path contributing t3/(t−1t2) to T0,4, (sixth term in the final
expression (2.7)).

2.4. Dominos and dimers. In the case of the flat initial data I(k0, t), there is a simple
bijection between paths from entry connector 1 to exit connector 1 on the network cor-
responding to say M = V (a0, a1)U(a1, a2) · · ·V (a2n−2, a2n−1)U(a2n−1, a2n) and the tilings
with dominos of shape 1× 2 and 2× 1 of a rectangle of size 2× 2n.

Let us first transform the network graph slightly by noting that all horizontal steps of
the paths are made of pieces of length 2 (one solid followed by one dashed edge). Without
altering the results, we may therefore transform these pairs into single steps of length 2,
while keeping the original weight of the solid edge. Finally, let us draw a 2×2n rectangle of
square lattice, with a checkerboard bi-coloring of the faces, say grey and white, such that
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the top left face is white:

2n−1
2n0

1
2

1

2 2n−1

2n−1
2n0

1
2

0

2n
a

a a

. . . 

. . . 

. . . 

. . . 

a

. . . 

. . . 

a

a

a

a

aaa aa

a

a

where we have associated the initial data assignments a0, a1, ..., a2n to the central vertices
of the rectangle.

Each path on the network is now decomposed according to its three types of steps: up,
horizontal (of length 2), and down. To each such step we associate the following tiles:

(2.9)

where we have also represented the “empty” tile for completeness. This clearly defines
a bijection between tiling configurations of the rectangle and path configurations on the
network.

Alternatively, we may represent the tilings as dimer coverings of a vertex-bicolored square
ladder-graph L of size 1 × 2n + 1. We simply represent the dual graph to the interior of
the original bi-colored square lattice rectangle, in which the bi-coloring is transferred to
the vertices (say empty or “white” circles for white and filled or “black” circles for grey).
Any tiling configuration is a pairing of neighboring white and gray squares, which transfers
dually to the pairing of neighboring vertices of the ladder via dimers (represented as a solid
edge connecting the two vertices). As all squares are paired, all dual vertices are exhausted
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and we get a dimer covering of the ladder graph, such as in the example below:

a6a 7 a8a0 a1 a2 a3 a4 a5

Note that the original initial data assignments a0, a1, ..., a2n become face labels of the ladder
in the dimer model, including two boundaries with labels a0 and a2n.

More precisely, it is easy to translate the weights of the original path steps into weights
for the dimer model as follows. Let us concentrate on the dimers bordering a given face of
the ladder. Depending on the color of the bottom left vertex of the square, we have the
following network correspondence:

cba → V (a, b)U(b, c) → ba c

cba → U(a, b)V (b, c) → ba c

In both cases, the path going from left to right on the network graph may take 5 different
configurations, to which there correspond 5 different dimer configurations as indicated
below, together with the dependence on the variable b of the corresponding weight:

a baba c ca b ba cc b c

weight b
−1

b

ba c ba c ba c ba c ba c

b 1 1

dimer

path

−1
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and analogously for the case of black vertex on the top left. Moreover, the boundary con-
figurations on the left and right of the ladder correspond to the entry and exit connectors
1 of the network. The correspondence between dimer and path configurations is displayed
below, together with the dependence on the boundary variable a. Note that we have mul-
tiplied the path weights on their last step before the exit connector by the right boundary
face value a, according to formula (2.6).

b b abab aa

weight

baba b a b

a 1 a 1

dimer

path a

The weights of the dimer model are summarized as follows: (i) each square of the ladder
with face label b receives a weight b1−D where D is the total number of dimers occupying
edges around the face; (ii) each left/right boundary with label a receives a weight a1−δ

where δ is the number of dimers occupying the boundary edge. With these weights, we
deduce the following:

Theorem 2.8. The solution Tj,k to the A1 T -system (2.1) subject to the flat initial condition
I(k0, t) (2.2) is the partition function of the dimer model on the corresponding ladder graph
of size 2k.

Let us now consider the case of arbitrary non-flat initial data I(k, t). From the network
point of view, each mutation successively applied to I(k0, t) amounts to one application of
the exchange relation of Lemma 2.2. Translating it into the dimer language, we arrive at
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the following successive transformations of the ladder graph:

where we have represented the deformed ladder in 3 dimensions in order to make the con-
nection more transparent. Note that intermediate chains of black/white/black/white...
vertices may be suppressed, as their dimer covers are completely determined by the con-
figuration of their ends. Note also that the effect of the mutation on the ladder graph
amounts to the so-called “urban renewal” move [25].

In general, pairs of consecutive up or down steps in k give rise to hexagonal faces in the
transformed ladder graph, while pairs up/down and down/up give rise to squares. This
associates bijectively a transformed ladder graph to any finite portion of path. Note that
the initial data assigned values tj are face labels of the transformed ladder graph.

We now define the dimer model on the transformed ladder graph by considering dimer
coverings of the graph, and by attaching a weight a1−D per square face with label a whose
edges are occupied by D dimers, and a weight a2−D per hexagonal face with label a whose
edges are occupied by D dimers. The two external faces (at the ends of the transformed
ladder) receive the same weights as before.

With this definition, we have the following:

Theorem 2.9. The solution Tj,k to the A1 T -system (2.1) subject to the initial condition
I(k, t) (2.2) is the partition function of the dimer model on the transformed ladder graph
corresponding to the portion of path k between projections j0 and j1, and with face labels
(tj)j∈[j0+1,j1−1] and left/right boundary labels tj0 and tj1 respectively.
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Proof. We simply have to check the weight per hexagon via the network correspondence.
We have two types of hexagons corresponding to the following networks (here we adopt a
2-dimensional representation of the hexagons rather than 3-dimensional):

ca b → V (a, b)V (b, c) → a b c

b ca → U(a, b)U(b, c) → a b c

Each of those two networks has 4 path configurations listed below for the V V case together
with the corresponding dimer configurations, and the dependence on the label b of the
resulting weight:

bb cc a cb a b ca a

weight b
−1

b

dimer

a b c a b c a b ca b cpath

1 1
−1

and similarly for the UU case. We find a weight b2−D where D = 2, 3 is the number of
dimers around the hexagons, in agreement with the above definition. The other weights
have been derived earlier, and the theorem follows. �

Example 2.10. The network of Example 2.7, of the form V V UV U corresponds to the
following transformed ladder graph:

−2 t−1 t t t t0 1 2 3t

The path displayed in Example 2.7 corresponds to the following dimer cover:

−2 t−1 t t t t0 1 2 3t

with total weight (t−2)
0(t−1)

−1(t0)
0(t1)

0(t2)
−1(t3)

1 = t3/(t−1t2) as expected.
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3. T -system and Dimers: the general case

3.1. Definitions, initial data, and cluster algebra connection. The unrestricted A∞

T -system, also called octahedron recurrence, is the following system for formal variables
Ti,j,k, i, j, k ∈ Z:

(3.1) Ti,j,k+1Ti,j,k−1 = Ti,j+1,kTi,j−1,k + Ti+1,j,kTi−1,j,k (i, j, k ∈ Z)

The system splits into two independent systems corresponding to a fixed parity of i+ j+k.
From now on we assume i+ j + k = 1 mod 2. The corresponding points are the vertices of
the Centered Cubic lattice (CC).

The system (3.1) can be considered as a three-term recursion relation in k. As such it has
the following sets of admissible initial data. For any “stepped surface” k = (i, j, ki,j)i,j∈Z
such that ki,j ∈ Z, i + j + ki,j = 1 mod 2, and |ki+1,j − ki,j| = |ki,j+1 − ki,j| = 1 for all
i, j ∈ Z, and any set of parameters t = (ti,j)i,j∈Z, we associate the initial data I(k, t):

(3.2) I(k, t) : Ti,j,ki,j = ti,j (i, j ∈ Z)

namely we specify the values of Ti,j,k at the vertices of the stepped surface k.

We still define a “flat” stepped surface k0 with k
(0)
i,j = i+j+1 mod 2. The system (3.1) is

a particular mutation in an infinite rank cluster algebra of geometric type [11], in which we
consider the subset of clusters made of the initial data assignments t. The mutation µi,j is
defined as follows. If ki±1,j = ki,j±1 = ki,j+ ǫ, for ǫ ∈ {−1, 1}, we have the mutated stepped
surface k′ = µi,j(k) with k′

ℓ,m = kℓ,m+2ǫδi,ℓδj,m, and mutated assignments t′ = µi,j(t) with

t′ℓ,m = (1− δℓ,iδm,j)tℓ,m + δℓ,iδm,jt
−1
i,j (ti+1,jti−1,j + ti,j+1ti,j−1). We see that the mutation µi,j

has the effect of completing the figure with vertices (i, j, ki,j), (i±1, j, ki,j+ǫ), (i, j±1, ki,j+ǫ)
into an octahedron with the new vertex (i, j, ki,j+2ǫ) (hence the name octahedron equation
often used for the T -system), and dropping the old vertex (i, j, ki,j), while keeping the rest
of the stepped surface invariant. Roughly speaking, the mutation creates a local bump at
(i, j) on the stepped surface, while updating the local initial data assignment according to
the T -system relation. Iterating such transformations allows to browse through all initial
data I(k, t).

For completeness let us describe the quiver corresponding to the flat surface k0. The
vertices are indexed by (i, j) ∈ Z

2 and carry the labels ti,j of the initial data assignment
(3.2) for k0. The quiver is the following orientation of the edges of the square lattice:
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where we have represented as filled (resp. empty) circles the vertices (i, j) with i + j = 0
(resp. 1) mod 2.

3.2. Matrix solution. We define the following 2× 2 matrices generalizing (2.4):

(3.3) U(a, b, c) =

(

1 0
c
b

a
b

)

V (a, b, c) =

(

b
c

a
c

0 1

)

These form a GL2(A) connection on solutions of the T -system (3.1) in the following
sense:

Lemma 3.1. For any elements a, b, c, u, v ∈ A, b, b′, c invertible, we have:

(3.4) V (u, a, b)U(b, c, v) = U(a, b′, v) V (u, b′, c) iff bb′ = ac + uv

In the following, we need to consider such matrices embedded into GLN for some large
enough N . The embedding is as follows.

Definition 3.2. For M = D,U , we define Mi ∈ GLN(A) as the matrix equal to the identity
except for the 2× 2 block at rows and columns labeled i, i+1, which is replaced by the 2× 2
matrix M .

We wish to picture the relation of Lemma 3.1 as attached to the octahedron move
described above. To this end, we consider the stepped surface as a triangulation, with
only elementary equilateral triangles of edge length

√
2, having two vertices at the same

time coordinate k and one at time k + ǫ, ǫ ∈ {−1, 1}. For a given stepped surface k, such
a triangulation is not unique. Indeed, there are two distinct ways of connecting the four
vertices of an elementary regular tetrahedron with two elementary equilateral triangles.
Such a tetrahedron must have two vertices at time coordinate k and two vertices at time
k+ǫ. We obtain two different triangulations by connecting either pair of equal time vertices.
Note that the three edges of each triangle belong to planes parallel to each of the three
coordinate planes, and that moreover there are only 8 distinct possible configurations of
triangles up to translation, corresponding to the 8 faces of an elementary octahedron.

To fix the abovementioned tetrahedron ambiguity, we may connect the two vertices at
larger time coordinates. For instance, with this rule k0 is triangulated as follows: we
connect all points of the k = 1 plane via the nearest neighbor edges of the square lattice
they form, and the four vertices adjacent to a face in this plane, say (i± 1, j, 1), (i, j± 1, 1)
are all connected to the center vertex (i, j, 0) of the k = 0 plane, thus giving rise to four
triangles. The triangulation for k0 is similar to an infinite “eggbox” in which eggs can sit in
half-octahedral cradles, arranged into a square lattice. A local mutation pushes the bottom
vertex of such a cradle from time 0 to time 2. However, we need to be able to switch from
one triangulation to another. For instance, if we want to mutate towards negative times,
we need to take the opposite convention, namely connect the two vertices at smaller time
coordinates in tetrahedra. With this rule, the same stepped surface k0 is now triangulated
in the opposite manner, with a square lattice at time k = 0 whose 4 vertices around each
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square are connected to one vertex at time k = 1, so that the eggbox now looks upside-
down. A local mutation then pushes the top of an upside-down cradle from time k = 1 to
time k = −1.

For any choice of triangulation of a given stepped surface k, let us further color triangles
as follows. First, we bi-color say in white and gray the 8 faces of the elementary octahedron
with vertices (0, 0, 0), (±1, 0, 1), (0,±1, 1), (0, 0, 2), so that the face (0, 0, 0) − (1, 0, 1) −
(0, 1, 1) is gray. We color accordingly the faces of the triangulation with the same color
as their translate on the octahedron. The colored triangulations thus obtained have some
simple properties. Each edge parallel to the (j, k) plane (which we decide to be horizontal)
belongs to exactly one white and one gray triangle, one of which points up (towards positive
i) and the other down (towards negative i). We may therefore decompose the triangulation
into “lozenges” made of these pairs of up/down pointing triangles with horizontal common
edge.

Fix an initial data stepped surface and assignments I(k, t), and a colored triangulation
of k. We associate a matrix V (u, a, b) to any lozenge with the down-pointing gray triangle
whose vertices have the assigned values (u, a, b) (u on bottom) and a matrix U(b, c, v) to
any lozenge with the up-pointing gray triangle whose vertices have the assigned values
(b, c, v) (v on top). For instance, a cradle of the eggbox for I(k0, t) is made of two lozenges,
corresponding to:

(3.5)

v

b

u

a

c

V
U V = Vi(u, a, b) U = Ui(b, c, v)

with b = ti,j , a = ti,j−1, c = ti,j+1 u = ti−1,j and v = ti+1,j . (Note that here and in the
following, the pictures and the arguments are always read from behind, from left to right
and bottom to top.). and with Ui, Vi as in Def.3.2.

The main result recalled in this section is a formula for the solution Ti,j,k of the T -system
with prescribed initial data in terms of the product of U, V matrices corresponding to a
domain of the initial data stepped surface. The order in which the matrices will appear in
the product is dictated by the triangulation: a matrix will be to the left of another iff the
corresponding lozenge is to the left of the other (in the direction of the j axis).
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The exchange relation of Lemma 3.1 reads pictorially:

c b’

b

c

a

i

j
k

v

u

=

u

v

aV

V
U U

Recall that a given stepped surface k may have many triangulations, due to the tetra-
hedron ambiguity. However, the V, U matrix representation is independent of the choice of
triangulation in the sense of the following:

Lemma 3.3. The two triangle decompositions of an elementary tetrahedron yield the same
matrix product, namely (triangles are viewed from behind and slightly deformed):

c d
i+1

i+2

i

a b
= Ui(a, b, c)Vi+1(b, c, d) = Vi+1(a, c, d)Ui(a, b, d) =

c d
i+1

i+2

i

a b

c d
i+1

b

i

a

i+2

= Vi(u, a, b)Ui+1(c, d, v) = Ui+1(c, d, v)Vi(u, a, b) =

d

b

c

a

i+1

i+2

i

So, without loss of information, we may remove the “diagonal” in each tetrahedron of
a given color. We may represent the projection of this simplified triangulated stepped
surface onto the (i, j) plane. The latter is the square lattice Z

2, tessellated by gray and
white elementary triangles and squares, and the tessellation is bi-colored. Alternatively,
the surface k determines uniquely such a tessellation, by the following local rules, where
we indicate the value of ki,j at each vertex of a given square of the above projection:

kk k−1

k+1 k k k−1 k−1 k k k+1 k+1 k k−1

k

k

k k−1 kkk+1 kk k+1 kkk−1 kk k+1
These may be summarized as follows: the diagonal of a square is an edge iff the adjacent
vertices have same value of k, and the other two vertices of the square have distinct values
of k. Moreover the face above (resp. below) a horizontal edge joining vertices at increasing
(resp. decreasing) values of k from left to right is gray.
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(a) (b)

Figure 1. The tessellated domains θmin(5) (a) and θmax(5) (b). The centers
of the domains correspond respectively to the vertices (0, 0, 1) and (0, 0, 5),
while all the boundary vertices have k = 1.

Remark 3.4. Note that the quiver for the data I(k, t) in the cluster algebra has vertices
indexed by Z

2, and that the arrows are just obtained by orienting clockwise the gray faces
of the above square/triangle decomposition of the stepped surface (in projection in the (i, j)
plane).

To each tessellation with squares and triangles of a finite domain of stepped surface
D, decomposed into bi-color lozenges sharing a horizontal edge (for arbitrary choices of a
diagonal in each uni-color square), we may associate the matrix MD equal to the product
of V, U matrices that correspond to these lozenges via (3.5).

In this language, the flat stepped surface k0 is simply a checkerboard tessellation of
Z
2 with gray and white squares only (no triangles). For instance, the matrix Mθmin(k)

corresponding to the “square” domain (x, y, z) ∈ k0 such that |x − i| + |y − j| ≤ |z − k|
(see Fig.1 (a) for an example) reads:

Mθmin(k) = Vi(Vi−1UiVi+1)(Vi−2Ui−1ViUi+1Vi+2) · · · (Vi−k+2Ui−k+3...Vi+k−2)

×(Ui−k+2Vi−k+3...Ui+k−2) · · · (Ui−1ViUi+1)Ui

if k is odd, and with the substitution U ↔ V when k is even. In this expression, the lozenges
are obtained by picking systematically the first diagonal in each uni-color square, and we
have omitted the arguments of the matrices for simplicity. For a given point (i, j, k) at a
time k ≥ 1, we have the following simple expression for the solution Ti,j,k of the T -system

(3.1) in terms of the initial data I(k0, t). For any matrix M , let |M |j1,j2,...,jki1,i2,...,ik
be the k × k

minor of M obtained by keeping only entries in rows i1, ..., ik and in columns j1, ..., jk.
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Theorem 3.5. [10] Let Mk0,t = Mθmin(k) be the product of V, U matrices corresponding to
the tessellation θmin(k). Then we have:

(3.6) Ti,j,k =

(

k−1
∏

m=1

t−1
m+i−k,j+1−m

k
∏

p=1

tp+i−k,j−1+p

)

|Mk0,t|i−k+2,i−k+3...,i−1,i
i−k+2,i−k+3...,i−1,i

Proof. The proof is identical to that of Theorem 2.4. We start with a “maximal” tessellated
initial data surface θmax(k) containing the vertex (i, j, k), and with vertices (x, y, z) such
that |x− i|+ |y − j| < |z − k|, z ≥ 0, together with the boundary |x− i|+ |y− j| = k− 1.
Let us show that the formula (3.6) holds for this domain, with new initial data assignments
u. The corresponding matrix reads:

Mθmax(k) = Ui(Ui−1UiUi+1)(Ui−2Ui−1UiUi+1Ui+2) · · · (Ui−k+2Ui−k+3...Ui+k−2)

×(Vi−k+2Vi−k+3...Vi+k−2) · · · (Vi−1ViVi+1)Vi

Noting that U is lower triangular and V upper triangular, this expresses Mθmax(k) as a
product U×V of a lower by an upper triangular matrix. The relevant minor of Mθmax(k) is
its principal k × k minor, which involves only the lower half of the domain θmax(k). It is
readily calculated as the product of all the U, V diagonal matrix elements in the lower half
of θmax(k). The various products collapse row by row and cancel the prefactors, leaving us
with only the center assigned value

(3.7) ui,j = Ti,j,k =

(

k−1
∏

a=1

u−1
a+i−k,j+1−a

k
∏

b=1

ub+i−k,j−1+b

)

∣

∣Mθmax(k)

∣

∣

i−k+2,i−k+3...,i−1,i

i−k+2,i−k+3...,i−1,i

We may then attain the domain θmin(k) by iterated mutations (backward in time) from
Lemma 3.1, which implies that both minors for θmin(k) and θmax(k) are identical. Noting
finally that the boundary asssigned values have all k = 1 in both domains, they actually
coincide, and so do the prefactors in (3.6) and (3.7), and the theorem follows. �

This result is easily extended to arbitrary initial data surfaces I(k, t) (3.2) by the same
method of proof by induction under mutation. We simply have to define the relevant lozenge
covering of the domain of initial data that must be fed into the formula (3.6). To this effect,
we define the shadow of the point (i, j, k) onto the initial data stepped surface I(k, t) to be
the interior D◦ of the domain D of points (x, y, z) ∈ k such that |x− i|+ |y− j| ≤ |z− k|,
obtained by eliminating iteratively the vertex with lowest value of k from any elementary
triangle included in D. The corresponding projected domain in the (i, j) plane is clearly
convex. Finally, if the boundary of the resulting domain contains any horizontal edge, we
complete it by a triangle so as to form a bi-colored lozenge. The domain D

◦ is therefore
naturally decomposable into bi-colored lozenges, by arbitrarily choosing diagonals in its
uni-colored squares. We have represented an example of such a shadow in Fig.2. The
corresponding matrix (for the choice of the first diagonal in the white square) is:

MD◦ = ViVi+1Vi+2Vi−1ViVi+1Ui+2Ui+1Ui



T -SYSTEMS, NETWORKS AND DIMERS 19

(a) (b)

1

1

1

0

2

1

1

1

12

1

1

23

32 2

1

1

0

2

1

1

0

1

1 2

1

1

2 23

32

1

1

21

1

1

1

2

0

1

1

1 12 2 1

Figure 2. The tessellated shadow of the point (i, j, 4) onto a particular
initial data stepped surface. We have indicated for each vertex (x, y) ∈ Z

2

of the (i, j) plane projection the corresponding value of k = kx,y in a circle.
The center is at coordinates (i, j, 2).

where again we omitted the arguments of U, V for simplicity. Let us denote by (ia, ja)
ℓ−1
a=1

the sequence of vertices (x, y) on the boundary of the shadow D◦ such that x ≤ i− 1 and
y ≤ j (South-West corner) and (i′b, j

′
b)

ℓ
b=1 the sequence of vertices (x, y) on the boundary

of the shadow D◦ such that x ≤ i and y ≥ j (South-East corner), say from bottom to top.
We have the following:

Theorem 3.6. The solution Ti,j,k of the T -system (3.1) with initial conditions I(k, t) (3.2)
reads:

(3.8) Ti,j,k =

(

ℓ−1
∏

a=1

t−1
ia,ja

ℓ
∏

b=1

ti′
b
,j′
b

)

|MD◦|i−ℓ+1,i−ℓ+2,...,i−1,i
i−ℓ+1,i−ℓ+2...,i−1,i

3.3. Network interpretation. We may now extend the network interpretation to Ui, Vi

matrices as follows. We use the GLN embedding of Def.3.2 to interpret Ui, Vi as network
chips that connect entry points labeled i, i + 1 to exit points labelled i, i + 1. When
considering a combination of several such chips, we simply concatenate them by identifying
matching label exit and entry connectors of successive chips. A product of U, V matrices
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corresponds to a network with face labels according to the rule:

(3.9) Ui(a, b, u) =
i

b
i

a

i+1 i+1
u

Vi(v, a, b) =

v

a b
i i

i+1 i+1

Example 3.7. The network for the flat initial data of the tessellation θmin(5) of Fig.1 (a)
reads:

i−1

i

i−1

i+1

i−3

i−2

i+3

i+2

i+4 i+4

i+3

i+2

i−2

i−3

i+1

i

Example 3.8. The network for the initial data of Fig.2 (b) reads:

i+1

i i

i−1i−1

i+2 i+2

i+3 i+3

i+1

3.4. Flat initial data and domino tilings of the Aztec diamond. The network for
the flat initial data domains θmin(k) may be simplified by forming pairs of matrices UjVj+1

and replacing their product by a new elementary piece of network:

(3.10) Uj(a, b, c)Vj+1(b, c, d) =
d

i i

i+1

i+2 i+2

a b

c
i+1 =

ac/bd
d

c/b

a/d

a

c

b
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(c)(a) (b)

i

i−2

i−1

i+1

i+2

i+3 i+3

i+2

i+1

i

i−1

i−2

i

i−2

i−1

i+1

i+2

i+3 i+3

i+2

i+1

i

i−1

i−2

i,jti,jt

Figure 3. The simplified network for the expression of Ti,j,k as a function
of I(k0, t) for k = 4 (a), and a sample configuration of non-intersecting
paths contributing to the minor |Mk0,t|i−2,i−1,i

i−2,i−1,i (b). The path configuration is
associated bijectively with a domino tiling of the Aztec diamond of size k = 4
(c).

where we have indicated the new edge weights (the dashed lines all come with a trivial
weight 1). This allows to simplify the network for the domain θmin(k), by embedding it
into a triangular lattice with edge lengths 2 and

√
2 as indicated in Fig. 3 (a). The

expression for Ti,j,k of Theorem 3.5 is up to the usual prefactor the partition function of
k− 1 non-intersecting paths from entry to exit points i, i− 1, ..., i− k+2 on the simplified
network above. We have represented a configuration of such paths in Fig.3 (b).

We may finally interpret the path configurations as domino tiling configurations of the
Aztec diamond, by use of the bijection (2.9), as illustrated in Fig.3 (c). We note that
the underlying chessboard bicolored square lattice in Fig.3 (c) is nothing but the square-
triangle tessellation θmin(k) of the flat surface k0 as depicted in Fig.1 (a), with the missing
halves of the boundary squares. The domino tiling is equivalent to a dimer covering of
the (vertex-bicolored) dual θmin(k)

∗ of this tessellation. The latter is made of squares with
bicolored vertices, whose face labels are the assigned values ti,j of I(k0, t) (see Fig.4 (a-b)
for an example, the dimer configuration being equivalent to the domino tiling of Fig.3 (c)).

As before, we define weights of the dimer configurations as follows: (i) a weight b1−D per
face of the graph θmin(k)

∗ with label b and whose adjacent edges are occupied by D dimers
(ii) a weight a1−δ for each external boundary label whose adjacent edges (2 for a corner, 1
for a vertical or horizontal single edge) are occupied by δ dimers. The partition function
for dimers on θmin(k)

∗ is the sum over all dimer configurations of the product of these
weights. The following theorem was first obtained by Speyer [25]. We give an alternative
proof based on the previous constructions, which serves as a warmup for later sections.

Theorem 3.9. The solution Ti,j,k of the T -system is the partition function of dimers on
the graph θmin(k)

∗.
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i+1,j−2 t i+1,j+1 t i+1,j+2

t i+2,j−1 t i+2,j+1

t i−2,j−1 t i−2,j+1

(b)

i,jt i,j−1t i,j−2t i,j−3 t i,j+1 t i,j+2 t i,j+3

t i+1,j

t i+2,j

t i+3,j

t i−1,j

t i−2,j

t i−3,j

t i−1,j−1 t i−1,j+1 t i−1,j+2t i−1,j−2

t i+1,j−1t i+1,j−2 t i+1,j+1 t i+1,j+2

t i+2,j−1 t i+2,j+1

t i−2,j−1 t i−2,j+1

t i,jt i,j−1t i,j−2t i,j−3 t i,j+1 t i,j+2 t i,j+3

t i+1,j

t i+2,j

t i+3,j

t i−1,j

t i−2,j

t i−1,j−1 t i−1,j+1 t i−1,j+2t i−1,j−2

t i+1,j−1t

t i−3,j

(a)

t

Figure 4. The dual θmin(4)
∗ of θmin(4) (a) and its dimer configuration (b)

corresponding to the domino tiling of Fig.3 (c). We have indicated the face la-
bels corresponding to I(k0, t). The dimer configuration has the total weight:
ti−2,j−1t

−1
i−1,j−1t

−1
i−1,j+1ti−1,j+2ti,jti+1,j−2t

−1
i+1,j−1t

−1
i+1,j+1ti+2,j+1.

Proof. We simply have to check that the weights of the path model produce the correct
dimer weights. Let us concentrate on the dependence of the path model weights on a given
inner label b. By inspection, due to the rules (3.10), we see that b may appear with powers
0,±1 according to the following situations:

bb b b bb b

−1
b1

−1

b

b

dimer

b

1

b b b

11 b

b b

weight

path

where we have represented by filled red circles the vertices of the triangle visited by a path
and by empty circles those not visited. A similar table holds for down-pointing triangles.
This produces the weight b1−D per square face of θ∗min(k). For boundary labels, we must
distinguish the four corners and the four single-edge boundaries, denoted respectively by
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NW,NE, SW, SE and N, S,W,E with the obvious meaning. For the single-edge bound-
aries, we have the following weights from the path configuration:

path

N S

−1

W E

weight

dimer

aa
a

aa

1 aa

a a

1

a a aaa a a
aa

1

aa
a a

aaaa

1 a

a

aa

a

a

where we have also represented the corresponding single-edge dimer configuration, and
indicated the contribution of the path weight. We note that the weights are compatible
with the formula a1−δ where δ is the number of dimers on the single edge, for all cases
but the E one. However, in that case, we may take the prefactor a = ti,j+k−1 in (3.6) and
absorb it into a redefinition of the weight, which fixes the case E. Finally, the weights for
the four types of corners read:

weight

dimer

path

SW SE

weight

dimer

path

NW NE

a

−12

a

a a

a a

a

a a a

1

aa

1

aa

a

a

1

a aaa

a

a

a

1

a

a

a a

a

1

a

a a

aa

a

a

a a

a

a

a

a a

a

−1

Again, the formula a1−δ reproduces correctly the weight only for the NW and NE cases.
However, we may absorb into the weights the factors a−1 = t−1

m+i−k,j+1−m (resp. a =
tp+i−k,j−1+p) coming from the prefactor in (3.6) to fix the discrepancy in the SW (resp.
SE) cases. The theorem follows. �

3.5. General initial data and dimer models on 4-6-8 graphs. This section is a
generalization of the previous one to the case of the solution of the T -system with an
arbitrary initial data assignment I(k, t). Our starting point is Theorem 3.6.

We first associate to the shadow D◦ it dual, vertex-bicolored graph D∗. The vertices
are colored white or black according to the color of their dual face (white or gray). For
clarity, we choose to represent on the line x = i+ 1

2
all vertices corresponding to triangles

or squares that belong to the same horizontal strip x ∈ [i, i + 1]. With this choice, we
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may only have inner faces of D∗ that are squares, hexagons or octagons, with vertices on
two consecutive horizontal lines of the form x = i ± 1

2
(and with at least two vertices on

each line), and all the edges joining the two lines are represented vertical. A given inner
vertex of D◦ may indeed be shared by: (i) 8 triangles (ii) 2 squares and 4 triangles, or
(iii) 4 squares, with alternating colors around the vertex. Finally we label each face of D∗

with the initial data assignment of the dual vertex. This includes external labels, which
label external regions (external “faces”) separated by horizontal dashed lines. Moreover,
we erase any vertex of D∗ that is unique on its horizontal line, and replace the vertical
edge connecting it to a neighboring line by a dashed line, to indicate that it separates two
regions of distinct labels. We call such graphs 4-6-8 graphs. As an illustration, the 4-6-8
graph dual to the shadow depicted in Fig.2 (b) is:

a

b c d

e f g h

i j k l

m n

n

l

e

k

hg

b d

m

j

f

c

a

i

(We have indicated the vertex labels on the original tessellated initial data surface D◦ and
the corresponding face labels on the dual D∗.).

We may consider the partition function for dimers on the 4-6-8 graph D∗, defined as
follows. For any face F of D∗, we define the valency of F , denoted by v(F ), to be its degree
(v(F ) ∈ {4, 6, 8} if it is an inner face of D∗, and the number of its non-dashed adjacent
edges if it is external (v(F ) ∈ {1, 2}). Let F be a face with label a, with exactly D adjacent
edges occupied by dimers. We define the face weight wF (a) to be:

(3.11) wF (a) =

{

a
v(F )
2

−1−D if F is inner
a1−D otherwise

The partition function for dimers on D
∗ is defined as usual as the sum over all dimer

configurations on D∗ of the product of all face weights. We may now state our main result.

Theorem 3.10. The solution Ti,j,k of the T -system (3.1) with initial conditions I(k, t)
(3.2) is the partition function of dimers on the dual D∗ of the shadow D◦ of the point
(i, j, k) onto the initial data stepped surface.
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Proof. We start from the network interpretation of the formula of Theorem 3.6. The minor
|MD◦|i−ℓ+1,i−ℓ+2,...,i−1,i

i−ℓ+1,i−ℓ+2...,i−1,i in Theorem 3.6 is the partition function for configurations of ℓ non-
intersecting paths joining the ℓ bottom-most left entry points to the ℓ bottom-most right
exit points of the network corresponding to MD◦ . Recall that this matrix is a product of
U, V matrices according to the lozenge decomposition of D◦. We may directly connect the
product of U, V matrices to the dual graph D∗, by first bijectively associating respectively
the matrices Ui, Vi to single vertical edges connecting lines x = i − 1

2
and x = i + 1

2
with

respectively a black vertex on top, bottom as follows:

(3.12) Ui(a, b, u) →

u

a b Vi(v, a, b) → a b

v
and any two consecutive vertices of the same color along a horizontal line are identified, so
that for instance we get

(3.13) Ui(a, b, u)Vi+1(u, v, c) →

c

a

u v

b

In turn, each matrix element of U, V is the weight for a path step on the corresponding
network. More precisely, the local configuration of path on V, U chips of network determines
uniquely the dimer configuration of the edges adjacent to the black vertex, as follows:

ba

a b

b

uu

ba

u

b a b

u

ba

u

v

ba

a a b

v

a b

v

v

ba

u

a b

v

v

a

U(a,b,u)

u/b 1a/bv/b1a/bweight

dimer

path

V(v,a,b)

This allows us to redistribute the step weights of the paths on the dimer configurations
in the following way. We attach a weight to each pair formed by a black vertex and an
adjacent face F with label a, depending on whether the vertex is (i) at a corner of the face
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(cNW , cSW , cNE , cSE), (ii) at the junction hT , hB between two horizontal edges, along the
top or bottom border of the face, (iii) on the single left or right vertical edge of an external
face (eL, eR), or simply (iv) on a top or bottom (eT , eB) edge of an external face. Inspecting
the above table, and denoting by D the number of dimers (∈ {0, 1}) that are adjacent to
the black vertex, we get weights:

w(cNW ) = w(cSW ) = a−D, w(cNE) = w(cSE) = a1−D, w(hT ) = w(hB) = a1−D,

w(eL) = a−D, w(eR) = a1−D, w(eT ) = w(eB) = a1−D

If F is an inner face, the product of the weights from the various black vertices of F
is aN•−1−D, where N• = v(F )/2 is the total number of black vertices adjacent to F , in
agreement with (3.11). Indeed, exactly one of the two corners cNW and cSW is a black
vertex, and similarly for cNE and cSE. If F is an external face, we must distinguish if it has
a single vertical adjacent edge, in which case w(eR) reproduces (3.11), but w(eL) = a−D

has a factor of a missing. However, as in the flat case, the weight can be corrected by
borrowing the weight a out of the prefactor of (3.8). If F is an external face with only
top or bottom edges, then w(eT ), w(eB) reproduce the weight (3.11). Finally, if F is an
external face with a corner-like set of edges, we find by inspection the following weights:

w

(

a

)

= a1−D, w

(

b

)

= b1−D

w

(

a

)

= a2−D, w

(

b

)

= b−D

hence as in the flat case, we must borrow the factors a−1 and b from the prefactor in (3.8)
to fix the last two corner weights. The theorem follows. �

4. Crystal melting and Yang-Baxter equation

4.1. V,U matrices and the Yang-Baxter equation. In the previous sections, we have
expressed the T -system octahedron relation as a sort of flatness condition on some GL2

connection defined on the stepped surface that supports the initial data of the system,
leading to an explicit formula for the solution in terms of general initial conditions.

The same equation may be obtained as a braiding condition that generalizes the Yang-
Baxter equation in the context of networks. We have the following lemma, easily proved
by direct calculation:

Lemma 4.1. The following “braiding” relation in GL3(A):

V1(u, a, b)V2(b, c, d)V1(u, b, e) = V2(a, c, b
′)V1(u, a, e)V2(e, b

′, d)

holds if and only if the octahedron condition

bb′ = ec+ ad

is satisfied.
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Remark 4.2. In the lozenge picture of the previous sections, this expresses two different
ways of decomposing an hexagon into V-type lozenges (with the gray triangle on the bottom):

(4.1)

d

u

e

c

eaa b

dc

u

b’

Remark 4.3. A similar relation holds for U matrices, in which case all lozenges of the
previous remark must have white and gray triangles switched.

Remark 4.4. The network formulation of the above relation reads:

2

ba

2

dc

a e

b’

u
1

3

1

2

33 3

u

e

dc

2

11

It is interesting to try to relate Lemmas 3.1 and 4.1. We may compute the product in
Lemma 4.1 as follows:

3

0

1

2

where in the first and last step we have flipped the diagonal in a unicolor square (using
Lemma 3.3), and where the central identity is a direct application of Lemma 3.1, upon
substituting the central vertex label b → b′. In matrix terms, using the obvious embedding
into GL4 (with matrix indices 0, 1, 2, 3 as indicated on the figure), this reads:

V1(u, a, b)U0(u, e, b)U1(b, d, c)U2(c, f, g) = U0(u, e, a)U1(a, b
′, c)U2(c, f, g)V1(e, b

′, d)

If we concentrate on the inner hexagon transformation, we recognize the relation (4.1), up
to a global rotation by π/4 and the straightening of some edges.

This expresses that the lozenge configurations can be read in different ways/directions.
In other words, different matrix products can be attached to given lozenge configurations,
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corresponding to different directions in which the matrix indices are chosen. This is even
more transparent in the network language.

Let us consider the GL3 embedding of the matrix U1(a, b, c)U2(c, c, c), with indices 1, 2, 3:

U1(a, b, c)U2(c, c, c) =





1 0 0
c
b

a
b

0
0 1 1





We may “read” the matrix differently by only focussing on the submatrix with row indices
2, 3 and column indices 1, 2. In network terms, we consider the subgraph of the initial
network for the GL3 embedding with entry points 2, 3 and exit points 1, 2:

a

2

33

2

1

c

2 1

23

c b

a

c

b
1

This amounts to reading the network in a different direction 2 → 1, 3 → 2. Remarkably,
the second reading simply corresponds to the 2 × 2 matrix V (a, c, b). So the network
definitions allow to read the same graph in various directions, which may imply that some
chips formerly read as U, V ’s may be read as V, U ’s. The choice of direction amounts to
particular choices of entry/exit points on the network.

4.2. The octahedron equation on a cube corner. Instead of considering the ordinary
T -system as a discrete 2+1 dimensional evolution equation with initial data I(k, t), we may
consider the same equation as the evolution of the infinite surface of the corner of an infinite
cube in Z

3〈~e1, ~e2, ~e3〉 pointing in the (1, 1, 1) direction, say with apex at (a, b, c) for some
a, b, c ∈ Z (see Fig.5 for an illustration). The surface of the cube corner is made of three
infinite quarter planes of square lattice sharing the vertex (a, b, c), with respective equations
(x = a, y ≤ b, z ≤ c) and its two circular permutations. The orthogonal projection π of the
cube surface onto the plane (1, 1, 1)⊥ is a regular triangular lattice say with basis vectors
~f1 = π(~e1) =

2 ~e1− ~e2− ~e3
3

and ~f2 = π(~e2) =
2~e2−~e1−~e3

3
). We also define ~f3 = π(~e3) = −~f1 − ~f2,

and fix the projection of the apex to be the origin of the projection plane, represented in
Fig.5.

The evolution of the cube surface is by evaporation (melting) of unit cubes off the initial
cube, in such a way that the resulting surface remains stepped. More precisely, for any
unit cube corner of the form (a+1, b, c), (a+1, b+1, c), (a, b+1, c), (a, b+1, c+1), (a, b, c+
1)(a + 1, b, c + 1) with apex (a + 1, b + 1, c + 1), the melting replaces the apex with the
bottom vertex (a, b, c) that completes the cube. To each such evaporation, we attach an
evolution equation

(4.2) θa,b,cθa+1,b+1,c+1 = θa+1,b,cθa,b+1,c+1 + θa,b+1,cθa+1,b,c+1
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f

3f

f1 2

Figure 5. The cube corner with apex (a, b, c), represented in the projection π.

for some variable θa,b,c defined at the vertices (a, b, c) of the stepped surface. We can think
of time as the component along (1, 1, 1) (equal to a+ b+ c in our conventions) so that the
evaporation process goes back in time by 3 units. Note that Eqn.(4.2) is identical to the
so-called cube equation [4], without the term θa,b,c+1θa+1,b+1,c.

Writing this equation in the projection π leads to the following change of variables:
Ti,j,k = θa,b,c where i = a− c, j = b− c and say k = a+ b− 1 so that i+ j + k = 1 mod 2.
This clearly reduces (4.2) to the T -system (3.1). Moreover, the process of cube evaporation
is exactly described by the identity of Lemma 4.1, or pictorially via (4.1). More precisely,
the latter expresses the passage:

(4.3)
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for bb′ = ac + de, which indeed corresponds to the evaporation of a cube:

Note that we may view the cube surface as a stepped surface above the projection plane:

~u = x~f1 + y ~f2 7→ z~u, where the “time” z~u satisfies the step conditions: |z
~u±~fi

− z~u| =
1 for all i = 1, 2, 3, and z~0 is the time distance from the apex to the projection plane
(fixed arbitrarily). The three faces of the infinite cube corner project respectively onto

three positive cones of the form λ(~fi + ~fj) + µ(~fi + ~fk) for λ, µ ∈ Z+ and (i, j, k) ∈
{(1, 2, 3), (2, 1, 3), (3, 1, 2)}.

4.3. Solution via V matrices and networks. We may reverse the above by starting
with some arbitrary stepped surface (by a slight abuse of language we still call stepped
surface here an arbitrary evaporated configuration of the cube corner), and let it evolve
by the “unit cube addition” process, inverse of the evaporation, which then replaces the
bottom vertex of the unit cube with the top one.

Starting from the “flat” initial data2 that corresponds to intersecting the lattice Z3 with
three consecutive planes perpendicular to (1, 1, 1), let us consider the evolution of the
corresponding stepped surface by “unit cube addition”. More precisely, we have to solve
for the quantity θa,b,c say for a + b + c ≥ 0, obeying (4.2), in terms of initial data of the
form:

(4.4) θx,y,z = τx,y,z x, y, z,∈ Z
3 and x+ y + z ∈ {0, 1, 2}

The cube corner whose apex is the point (a, b, c) in Z
3 intersects the flat initial data

surface along a “triangle”, which by analogy with the previous sections could be called the
“shadow” of the point (a, b, c) onto the initial data stepped surface. However, for technical
reasons, we will need a larger domain in order to produce a compact formula for θa,b,c,
although the elements added to the shadow are purely spectator, and in particular never
undergo cube additions. The inside of the cube corner surface with equation x ≤ a, y ≤
b, z ≤ c intersects the flat stepped surface along three triangles at times 0,1,2 respectively.

Let N = a+b+c−2. Via the projection π we may decompose this intersection into
(

N+1
2

)

hexagons, which are the projection of bottom half cubes, ready for undergoing the cube

2The reader should not confuse this term with its meaning in the previous section: the notion of flatness
is relative to the geometry of the underlying cubic lattice here, and the “flat” surface is perpendicular
to the direction (1, 1, 1). The term “flat” is used with this meaning throughout this section. Whenever
ambiguous, we will refer to the flat initial data of the cubic lattice, as opposed to the flat initial data of
the CC lattice.



T -SYSTEMS, NETWORKS AND DIMERS 31

addition process. For a + b + c = 5, hence N = 3, this gives the following decomposition
into

(

4
2

)

= 6 hexagons:

(4.5)

where each hexagon is further decomposed into three lozenges of type V as in the (evapo-
rated) r.h.s. of (4.3). The vertex at the center of the shadow is at time ǫ = 2 here, while
the boundary vertices alternate between times 1 and 2 (independently of ǫ). We further
complete the top of the shadow by an additional “triangle” made of

(

N

2

)

V type lozenges
as follows:

(4.6)

9
8
7

6

5

4

3

2

1

The new domain is called the augmented shadow Sa,b,c of (a, b, c). To this domain, naturally
decomposed into (V -type) lozenges with the gray triangle on the bottom, we may associate
as before a product MSa,b,c

of matrices Vi(α, β, γ) of GL3N , with arguments α, β, γ equal
to the prescribed initial data τx,y,z around the gray triangle. For instance, each hexagon
in the decomposition corresponds to a product of the form Hi = Vi+1ViVi+1. The product
corresponding to the augmented shadow of (4.6) is (we drop arguments for simplicity):

MS2,2,1 = H5H3H1V7H5H3V8V7H5

corresponding to the natural labeling in the GL9 embedding.
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There is a natural network formulation of the matrix MSa,b,c
, obtained by concatenating

the network chips for the Vi matrices. For instance, in the case N = 3, we get the following
network:
(4.7)

9

4

5

6
7

8

9

8

6

5

4

7

where we have first straightened up the lozenge configuration, and then replaced each (V -
type) lozenge by its network chip (3.9) (dashed lines correspond to weight 1 edges, whereas
other edges receive the usual weights, determined by the surrounding face labels, which we
have omitted here for simplicity).

In the augmented shadow Sa,b,c, let us denote by σ1, σ2, ..., σ3N , σ3N+1 (resp. τ1 =
σ1, τ2, ..., τ3N , τ3N+1 = σ3N+1) the assigned τ(x, y, z) initial data at vertices along the West
(resp. East) border of Sa,b,c, read from bottom to top. We are now ready for the main
theorem of this section.

Theorem 4.5. The solution θa,b,c of the system (4.2) is expressed in terms of its initial
data (4.4) as:

(4.8) θa,b,c =

(

2N
∏

i=N+2

σ−1
i

3N
∏

j=2N+1

τj

)

∣

∣MSa,b,c

∣

∣

2N+1,2N+2,...,3N

N+1,N+2,...,2N

Proof. The proof imitates that of Theorem 3.5, and is based on the identity between the
matrices MSa,b,c

and MCa,b,c
corresponding respectively to the augmented shadow Sa,b,c and

the surface of its maximal filling with cubes Ca,b,c with updated assigned vertex values.
Indeed, both matrices are related via a finite number of applications of Lemma4.1, and
are therefore equal. The surface Ca,b,c corresponds to the following lozenge decomposition
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(shown here for N = 3):

(4.9)
1

9

8

7

6

5

4

3

2

in which all the new vertex data τ ′(x, y, z) are the result of an iterative update at each cube
addition. In particular, the central value is τ ′(a, b, c) = θa,b,c as the vertex (a, b, c) is the
apex of the cube corner in Ca,b,c. Moreover, the boundary values σi, τj remain unchanged
as they do not undergo any update. We are left with the computation of (4.8) with Sa,b,c

replaced by Ca,b,c. To do this, we note that there is also a natural network formulation for
the matrix MCa,b,c

, obtained as usual by replacing each Vi matrix by a V -type chip. For
N = 3, the correspondence reads:

6

5

4

7

8

9

4

5

6

7

9

8

The minor
∣

∣MCa,b,c

∣

∣

2N+1,2N+2,...,3N

N+1,N+2,...,2N
is the partition function for non-intersecting paths start-

ing at entry vertices N +1, N +2, ..., 2N and ending at exit vertices 2N +1, 2N +2, ..., 3N .
There is only one such configuration (represented as thick lines above). Moreover, the edge
weights have the form of ratios, whose product is telescopic, leaving us with only bound-
ary contributions, which are cancelled out by the prefactor of the σ’s and τ ’s. However,
one term remains due to the imbalance between the two prefactors, and it is precisely the
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central value τ ′(a, b, c) = θa,b,c. This gives:

θa,b,c =

(

2N
∏

i=N+2

σ−1
i

3N
∏

j=2N+1

τj

)

∣

∣MCa,b,c

∣

∣

2N+1,2N+2,...,3N

N+1,N+2,...,2N

and the theorem follows. �

Corollary 4.6. The formula (4.8) holds for Sa,b,c replaced by any intermediate surface
obtained by arbitrary cube additions, so it gives access to arbitrary initial data in this
setting as well.

4.4. Dimer formulation. We are now ready to give the dimer formulation of Theorem
4.5. As usual, we start from the dual of the lozenge decomposition of the flat initial data
surface, which looks as follows for N = 7:

We have moreover indicated by dashed lines the only portion of this graph relevant to the
expression of Theorem 4.8. We call ΓN this cut graph (Γ7 is represented on the right). It
is the only part contributing to the network paths, up to some overall scaling factor, as is
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apparent from the general structure below:

2N+1

N+1

N+2

2N
2N−1

3N

3N−1

2N+2

. . .

. . . 

where we see that the last portions of theN non-intersecting paths on the lattice are straight
lines joining the empty circles to the endpoints 2N+1, 2N+2, ...,3N , and these contribute
a rescaling of the overall factor, as the weights are cancelled in telescopic products along
the diagonal edges, and moreover as paths only go horizontally or diagonally up, we can
eventually restrict the network to the portion in-between the two dashed lines.

Note that ΓN has N vertical external edges on the top, N horizontal ones on the West
and East borders and that the top structure is the same for all graphs, whereas the bottom
structure depends on the parity of N (for even N the graph has N/2 hexagons on the
bottom, for odd N it has (N + 1)/2 squares, as shown here for N = 7). Also, the faces of
the graph inherit the vertex labels of the dual lozenge decomposition, which are nothing
but initial data assignments τ(x, y).

As before, we consider the dimer model on the graph ΓN with both internal and external
face labels. Each external edge (i.e. with a terminal vertex) remains empty. As before,
an external face with label a receives a weight a1−δ if the adjacent edges are occupied
by δ dimers, while an internal face with label b receives a weight b1−D (square) or b2−D

(hexagons), where D is the total number of dimers adjacent to the face. The partition
function is the sum over dimer configurations of the product of internal and external face
weights. We are now ready for the final theorem of this section.

Theorem 4.7. The solution θa,b,c of the system (4.2) is expressed in terms of its initial
data (4.4) as the partition function for dimers on the graph ΓN .

Proof. The proof is exactly along the same lines as that of Theorem 3.10, only simpler as
we only have to deal with V -type network path configurations and their associated dimer
configurations. The prefactors are again nicely cancelled out by the boundary face weights
of the dimer model. �
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Figure 6. The 16 dimer configurations for N = 3 together with their re-
spective weights.
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The Theorem is illustrated in the case N = 3 in Fig.6, where we list the 16 contributions
to say θ1,2,2 in terms of the initial data assignments shown in the dual picture.

4.5. Comparison with the previous solution. The geometry of the cube corner evap-
oration (with coordinates (a, b, c) in the 3D cubic lattice Z

3) can be embedded into the
original 3D CC lattice (with coordinates (i, j, k) in Z

3 such that i + j + k = 1 mod 2),
for some specific choices of initial data stepped surfaces, and directions of mutation. The
flat cubic initial data stepped surface is made of “hexagons” with a bottom vertex at time
k = 0, three vertices at time k = 1 and three at time 2. Let us embed one of these hexagons
say with bottom-most vertex (a, b, c) 7→ (i, j, k) into the CC lattice as follows:

j k

c i

a b

5

3

6

5

4

3

2

1

2

00

1

6

4

where we labeled with the same integer the points and their images:

0 = (a, b, c) 7→ (i, j, k)
1 = (a, b, c+ 1) 7→ (i+ 1, j + 1, k)
2 = (a+ 1, b, c) 7→ (i− 1, j, k + 1)
3 = (a, b+ 1, c) 7→ (i, j − 1, k + 1)

4 = (a+ 1, b+ 1, c) 7→ (i− 1, j − 1, k + 2)
5 = (a+ 1, b, c+ 1) 7→ (i, j + 1, k + 1)
6 = (a, b+ 1, c+ 1) 7→ (i+ 1, j, k + 1)

Using this, we may represent in the CC lattice the cube corner’s augmented shadow Sa,b,c

of (a, b, c) onto the flat initial data surface (represented here for N = 3) as well as any of
its mutations via unit cube deposition as follows:

k

j

i

(a) (b) (c) (d)
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where we show the CC lattice embedding of (a) the embedded augmented shadow (b) its
“mutation-ready” version obtained by flipping the top vertical edges of white “squares”
in the hexagons (c) its fully mutated image into the cube corner (d) the embedded actual
cube corner after flipping diagonals of gray squares.

Using this map, we may therefore recover the general solution of the cube corner evapo-
ration from that of the CC 2 + 1D evolution. This shows that we may consider particular
families of initial data stepped surfaces in the CC model, and have them evolve in particular
directions, and still get some systematic reasonably simple expressions for the solution as
either network path partition functions or dimer partition functions on particular families of
graphs. Related questions on Gayle-Robinson sequences, brane tilings and the enumeration
of beehives were considered in [15].

5. Discussion and conclusion

In this paper, we have explored solutions of the T -system recurrence in various geome-
tries of initial data. In all cases, we have been able to formulate the equation as a flatness
condition for a GLn connection expressed as a product of embedded U, V -type 2 × 2 ma-
trices, and to use this formulation to derive a compact formula for the solution in terms of
the initial data. The U, V matrices can in turn be interpreted as network chips, and their
products as networks, i.e. oriented graphs with weighted edges, supporting path configu-
rations. Finally, we showed how the latter configurations can be reinterpreted in terms of
dimer configurations on some associated bipartite graph. So the building blocks U, V of
our solution can be interpreted as local transfer operators for the dimer model.

We may wonder whether more dimer or dimer-related models could be described by U, V
matrices.

Recently a system of recursion relations called the hexahedron relation [19], generalizing
earlier work by Kashaev [16] appeared in relation to the so-called Y − ∆ relation of the
Ising model, itself expressed in the framework of urban renewal of dimer graphs and cluster
algebra mutations. Here we show that this system may be obtained as a generalized Yang-
Baxter relation obeyed by U, V matrices. This is encapsulated in the following lemma,
easily proved by direct calculation.

Lemma 5.1. Let Ri(x, a, b, c, d) = Vi(c, b, x)Ui(x, d, a) and Si(x, a, b, c, d) = Ui(b, x, a)Vi(c, x, d)
in any GLn embedding. The following identity holds:

R1(b2, a2, a3, a4, c)S2(b1, a1, a2, c, a6)R1(b3, a6, c, a4, a5)

= S2(b
′

3, a1, a2, a3, c
′)R1(b

′

1, c
′, a3, a4, a5)S2(b

′

2, a1, c
′, a5, a6)
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if and only if the variables satisfy the following system of algebraic equations:

cb1b
′

1 = a2a4a6 + b1b2b3 + ca1a4

cb2b
′

2 = a2a4a6 + b1b2b3 + ca3a6

cb3b
′

3 = a2a4a6 + b1b2b3 + ca2a5

b1b2b3c
2c′ = (a2a4a6 + b1b2b3)

2 + (a2a4a6 + b1b2b3)(a1a4 + a3a6 + a2a5)c

+(a1a2a4a5 + a1a3a4a6 + a2a3a5a6)c
2 + a1a3a5c

3

Remark 5.2. The relation of Lemma 5.1 is a generalization of the Yang-Baxter relation
for so-called dimerized quantum spin chains or ladders [6][23], in which the structure of the
R-matrix (R or S here) is staggered, i.e. alternates between neighboring sites.

Remark 5.3. The pictorial interpretation of Lemma 5.1 is the following identification
between two lozenge decompositions of a hexagon:

a

2a 6a

5a3a

4a

1b’

2b’

3b’

b

2b

3b

1a

2a 6a

5a3a

4a

c

1

c’

1

which may be interpreted as a cube evaporation, similar to that of the previous section.
This is the point of view adopted in [19], where c is at the cube top vertex, and b1, b2, b3 at
the centers of the three top faces.

Remark 5.4. The rational transformation (b1, b2, b3, c) 7→ (b′1, b
′
2, b

′
3, c

′) is easily invertible,
by noting that the up/down reflection of the pictures of Remark 5.3, gives the same identity,
upon switching a1 ↔ a4, a2 ↔ a3, a5 ↔ a6, b1 ↔ b′1, c ↔ c′, b2 ↔ b′3, b3 ↔ b′2. This is a
reflection of the fact that cluster algebra mutations are involutions.

Lemma 5.1 allows to define as before a GL3N connection invariant under any cube addi-
tion/evaporation above the flat initial data (say for a cube corner apex at position (a, b, c)
with a + b + c = N + 2). Any formula involving this connection that produces the apex
value in the case of the full corner surface would in particular yield the expression of the
latter in terms of any intermediate initial data, as in the previous section. On the other
hand, the expression for the value at the apex of the cube corner in terms of flat initial
data was given in [19], as the partition function for double-dimers with some particular
boundary condition. It would be interesting to relate this to our U, V matrix connections,
which we earlier interpreted as dimer model transfer matrices.
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It would also be interesting to extend this type of analysis to the cube equation [4] which
is known to be related to compound mutations of a restricted cluster algebra, and whose
solution has a combinatorial description in terms of groves [4].

Finally, a quantum version of the GL2 connection used in the present paper was intro-
duced in [10] to solve the quantum A1 T -system, a q-commuting version of the A1 T -system
suggested by the natural quantum deformation of the associated cluster algebra, as defined
in [2] for finite rank. A simple adaptation of this construction should provide us with
quantum versions of the various recurrences studied above.
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